Statistics for Everyone, Student Handout  

Statistics as a Tool in Scientific Research:

Assessing the Relationship Between More than 
2 Numerical Variables Using Correlation and Multiple Regression
A.  Types of Research Questions
What if the research question we want to ask is whether or how strongly 3 or more variables are related to each other, but we do not have experimental control over those variables and we rely on already existing conditions?
Types of Research Question
· Is there an association between X1, X2, …, Xk and Y? 

· As the X’s change, what does Y do?

· How well can we predict Y from X1, X2, …, Xk?

Terminology

X variables:  predictors (independent variables, explanatory variables, what we know)

Y variable: criterion (dependent variable, response variable, what we want to predict)

Types of Correlation:

· Pairwise (or Bivariate) Correlation: Correlation between 2 variables measures the strength of the linear relationship between the 2 variables

· Multiple Correlation:  Correlation between Y and variables X1, X2, …, Xk   = sqrt(R2)


[Though, people usually just report the (multiple) R2 instead of multiple correlation. Here the 
multiple R2 measures the percent of the variability in Y that is explained by X1, X2, …, Xk  and the 
linear model]
· Partial Correlation:  Measure of association between Y and Xj controlling for effects of the other X’s
Often in correlational research the value R2 is reported where R2 = proportion of the variability in Y that is explained by X1, X2, …, Xk  and the linear model, but R2 increases as the number of X variables increase

Adjusted R2 = 1 ( (1 ( R2)(n ( 1)/(n ( k ( 1) takes the number of variables into account

Finding these correlations in SPSS:

1. Pairwise (or Bivariate):  Analyze/Correlate/Bivariate and move the all the variable over that you wish to compare.  SPSS will computer all pairwise correlations and test for the significance of each pairwise correlation (see Handout for Section 6A for details about test).
Example: What is the pairwise correlation between diastolic blood pressure, birth weights and age of newborns?  Y = DBP (mm Hg); X1= BW (oz), X2 = Age (days)

Output:

 
Correlations

	 
	 
	days
	Diastolic
	oz

	days
	Pearson Correlation
	1
	.871(**)
	.107

	 
	Sig. (2-tailed)
	 
	.000
	.694

	 
	N
	16
	16
	16

	Diastolic
	Pearson Correlation
	.871(**)
	1
	.441

	 
	Sig. (2-tailed)
	.000
	 
	.087

	 
	N
	16
	16
	16

	oz
	Pearson Correlation
	.107
	.441
	1

	 
	Sig. (2-tailed)
	.694
	.087
	 

	 
	N
	16
	16
	16


**  Correlation is significant at the 0.01 level (2-tailed).

Report:  Correlation between Age and DBP is significant (r = .871, p < .001). No other correlation is significant.

2. Multiple Correlation (R), R2 and the adjusted R2: These are default outputs of running a multiple regression analysis.  Analyze/Regression/Linear, Move Y to the Dependent Variable and all the Xs to the Independent Variable.  One of the outputs of the multiple regression analysis is a table the lists the R, R2 and adjusted R2 value.  

Example:  Can diastolic blood pressure be predicted from birth weights and age of newborns?  What is the multiple correlation? Y = DBP (mm Hg); X1= BW (oz), X2 = Age (days)

SPSS Output:  

Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	.939(a)
	.881
	.863
	2.47917


a  Predictors: (Constant), oz, days
Report:  The Multiple correlation is .939, which indicates a strong correlation between DSP and BW and Age.  R2 = .881 means that 88.1% of the variability in diastolic blood pressure is explained by birth weight and age and this linear model.  The adjust R2 = .863 which measures the variability in diastolic blood pressure is explained by birth weight and age and this linear model taking into effect the model has 2 independent variables. 

3. Partial Correlation:  Analyze/Correlation/Partial; Move the 2 variables you wish to find the correlation between to Variables and move the other variables that you want to control for to “Controlling For”. SPSS also tests the significance of the partial correlation.
Example: What is the partial correlation between DBP and BW, controlling for Age?

SPSS Output:


Correlations

	Control Variables
	 
	 
	Diastolic
	oz

	days
	Diastolic
	Correlation
	1.000
	.712

	 
	 
	Significance (2-tailed)
	.
	.003

	 
	 
	df
	0
	13

	 
	oz
	Correlation
	.712
	1.000

	 
	 
	Significance (2-tailed)
	.003
	.

	 
	 
	df
	13
	0



Report:  The partial correlation between Diastolic Blood Pressure and Birthweight, 
controlling for Age, is significant (rDBP, BW;AGE = .712, p = .003)
B.  Multiple Regression Model
Underlying Model: Y = ( + (1X1 + (2X2 + …+ (kXk + (  
Where:

( is normally distributed with mean 0 and variance (2
X1, X2, …, Xk: Independent Variables

Y: Dependent Variable

Each (i, i = 1, 2, …, k, represents the partial-regression coefficient or the average increase in Y per unit increase in Xi adjusted for all the other variables in the model (or holding all the other variables constant). Estimated by the value bi. 
Estimated Model:

Y’ = a + b1X1 + b2X2 + …+ bkXk  where Y’ = Predicted Y-value

Error or residual = observed Y – predicted Y = Y – Y’

The least-squares line is the “best fit” linear model that minimizes the sum of the square errors/residuals

i.e: The estimates a, b1, b2, …, bk minimize ((Y – Y’)2.

Example: Is there a relationship between diastolic blood pressure and the birth weights and age of newborns?

Y’ = Predicted DBP (mm Hg); X1= BW (oz), X2 = Age (days); Y’ = 23.45 + 0.126X1 + 5.89X2
So, on average, newborns’ DBP increases by 5.89 mm Hg for each additional day in age (assuming BWs are fixed).

C.  Hypothesis Testing For Multiple Regression

The F test allows a scientist to determine whether their research hypothesis is supported

· Step 1:  Overall F-Test for Model Significance - Test whether the linear model is significant.

· Step 2:  Stepwise tests (or t-tests for Partial Regression Coefficients) - Determine which independent variables are significant in the model.  Remove any independent variable that is not significant.

D.  Overall F-Test for Model Significance
Null hypothesis H0:  There is not a linear relationship between X1, X2, …, Xk and Y or (1 = (2 = (k = 0

Research hypothesis HA:  At least one Xi is linearly related to Y or at least one (i ( 0 

Note: If the multiple linear regression model is significant, then you must determine whether each independent variable is significant.
Sources of Variability:  SSTotal = SSRegression +  SSResidual 

  



 ((Yi – MY)2 =   ((Yi’ – MY)2 +  ((Yi – Yi’)2 
SSTotal = Total Sums of Squares = How much do all the individual scores differ from the grand mean 

SRegression  = Regression Sums of Squares = How much do all the predicted values differ from the grand mean

SSResidual = Residual Sums of Squares = How much do the individual scores differ from the predicted values

Each F test has certain values for degrees of freedom (df), which is based on the sample size (N) and number of conditions, and the F value will be associated with a particular p value

SPSS calculates these numbers 

Summary Table for Multiple Linear Regression: X1, X2, .., Xk and Y
	Source
	Sum of Squares (SS)
	df
	Mean 
Square (MS)
	F

	Regression
	((Yi’ – MY)2 
	 k 
	SSRegression
dfRegression
	MSRegression
MSResidual

	Residual (Error)
	((Yi – Yi’)2 
	N – k -1 
	SSResidual
dfResidual
	

	Total
	((Yi – MY)2 
	 N - 1

N= # of samples 
	
	


To report, use the format:  F(dfRegression, dfResidual) = x.xx, p _____.
A test for multiple regression gives you an F ratio. 

· The bigger the F value, the less likely the relationship between the Xs and Y is just due to chance

· The bigger the F value, the more likely the relationship between the Xs and Y is not just due to chance and is due to a real relationship
· So big values of F will be associated with small p values that indicate the linear relationship is significant  (p < .05)

· Little values of F (i.e., close to 1) will be associated with larger p values that indicate the linear relationship is not significant (p > .05)

· Based on p value, determine whether you have evidence to conclude the relationship was probably real or was probably due to chance: Is the research hypothesis supported?

p value = probability of results being due to chance

When the p value is high (p > .05), the obtained relationship is probably due to chance: .99  .75  .55  .25  .15  .10  .07

When the p value is low (p < .05), the obtained relationship is probably NOT due to chance and more likely reflects a real relationship:  .04  .03  .02  .01  .001

In science, a p value of .05 is a conventionally accepted cutoff point for saying when a result is more likely due to chance or more likely due to a real effect 

Not significant = the obtained relationship is probably due to chance; there doesn’t appear to be a linear relationship between Y and the X’s; p > .05

Statistically significant =  the obtained relationship is probably NOT due to chance and is likely a real linear relationship  between Y and at least one of the Xi; p < .05 

Next Steps:

· If the overall model is not significant, you stop the regression analysis with this set of variables. There is nothing more to do.

· If the overall model is significant, the significance of the independent contributions of each explanatory variable is tested.  Just because the model is significant does not mean that every variable is.

E.  Stepwise tests (or t-tests for Partial Regression Coefficients) 

You test only one variable at a time to see if it is significant or not, assuming the other variables are in the model; there are various ways to do this (Standard, Forward Selection, Backward Selection, Stepwise, Hierarchical). The order in which you enter in the data may make a difference.

Null hypothesis H0:  (i  = 0 while all other (J ( 0

Research hypothesis HA:  (i ( 0 while all other (J ( 0
The test statistic is: t = bi/SE(bi)  

Where:


the partial-regression coefficient bi is the estimate for (i  from the regression model 


and SE(bi) is the standard error of the partial-regression coefficient 

Each t test gives you a t score, which can be positive or negative; It’s the absolute value that matters

· The bigger the |t| score, the less likely that the slope of Xi being different from 0 is just due to chance

· The bigger the |t| score, the more likely that Xi is linearly related to Y

· So big values of |t| will be associated with small p values that indicate that there is a significant relationship between Xi and Y (p < .05)

· Little values of |t| (i.e., close to 0) will be associated with larger p values that indicate that the relationship between Xi and Y is not significant (p > .05)
If the null hypothesis is not rejected (p >.05), then you can remove the variable Xi from the model.  

You would rerun the stepwise test without Xi and see if another variable could be removed.  You 

would continue this process until no more variables can be removed. 

If the null hypothesis is rejected (p < .05) then you do not remove the variable Xi from the model.  
F. Running Multiple Linear Regression in SPSS
Multiple Linear Regression: When you want to predict a numerical variable Y from numerical variables X1, X2, …, Xk 

 
Need:  Enter X1, X2, …, Xk and Y data in SPSS

 
To get linear model:  
Analyze ( Regression ( Linear; Move the Y variable to Dependent and the X1, X2, …, Xk variables to Independent; Click Ok.

 

Output: Linear model and output needed to run overall F-test and stepwise tests

Example:  Can diastolic blood pressure be predicted from birth weights and age of newborns?  

Y = DBP (mm Hg); X1= BW (oz), X2 = Age (days)


SPSS Output  For Overall F – Test for Model Significance


ANOVA(b)

	Model
	 
	Sum of Squares
	df
	Mean Square
	F
	Sig.

	1
	Regression
	591.036
	2
	295.518
	48.081
	.000(a)

	 
	Residual
	79.902
	13
	6.146
	 
	 

	 
	Total
	670.938
	15
	 
	 
	 


a  Predictors: (Constant), oz, days

b  Dependent Variable: Diastolic

Report:  The linear model is significant (F(2, 13) = 48.081, p < .001)

SPSS Output for Stepwise Test

Coefficients(a)

	Model
	 
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	 
	 
	B
	Std. Error
	Beta
	 
	 

	1
	(Constant)
	23.450
	4.532
	 
	5.174
	.000

	 
	days
	5.888
	.680
	.833
	8.656
	.000

	 
	oz
	.126
	.034
	.352
	3.657
	.003




a  Dependent Variable: Diastolic


Report:  Both variables (Age and BW) are significant in the model.  The model can not be 
simplified.  The model is:  Predicted DBP = 23.45 + 0.126BW + 5.89Age
G. Reporting the Results of the F Test for Multiple Linear Regression

Step 1: Write a sentence that clearly indicates what statistical analysis you used
An F test was used to determine if there was a linear relationship between [X1, X2, …, Xk] and  [Y]. 

Or, an F test was used to determine if [X1, X2, …, Xk] is linearly related to [Y]. 


Example: An F test was used to determine if age and birth weight are linearly related to diastolic blood pressure. 
Step 2: Report whether the overall linear model was significant or not 

The linear relationship between [X1, X2, …, Xk]  and [Y] was significant [or not significant], F(dfRegression, dfResidual) = X.XX [fill in F], p = xxxx. 

Example: The linear relationship between diastolic blood pressure and birth weight and age was 

significant, F(2, 13)  =  48.08, p < .001. 
Step 3: If the overall model is significant, report whether any of the variables were be removed during the stepwise tests or report that no variable can be removed.
 Variable [Xi] was not significantly related to Y after adjusting for the other variables [X1, X2, …, Xk]  and was removed from the model.  t(df) = X.XX, p = X.XX.  Or state that all the X variables were significant.
Example: The linear relationship between diastolic blood pressure and birth weight and age was significant, F(2, 13)  =  48.081, p < .001.  Both variables were significant in the model. 
H.  Cautions Involved in Multiple Regression

· Multicollinearity (or independent variables are highly correlated); You may get a model that is significant, but none of the individual variables are or you may get unstable coefficients

· Outliers 

· Too many independent variables 

· Small samples sizes (recommend at least 10 samples per variable in model) 

I.  Assumptions Involved in Multiple Regression

· Independence of Independent Variables

· Linearity 

· Randomness and Normality

· Homoscedasticity
Check the Independence of Independent Variables
Check the pairwise correlations or make scatterplots of each pair of variables to see if there is multicollinearity; If two variables are highly correlated you may only need to use one of them in your model; Variance Inflation Factor (VIF) Test:  If VIF > 5 or 10 this indicates multiple collinearity 

Assessing Randomness and Normality of Residuals
Are the residuals random and normally distributed? 

Make a histogram of the residuals (or standardized residuals which are centered about 0).
Assessing Linearity 
Method 1:  Plot Y vs. Xi to see if there is a linear relationship between Y and Xi.. Repeat for all Xs. 

[In SPSS, the partial plots will give you all of these plots.]
Method 2:  Plot the standardized residuals vs. each Xi and check that the residuals are randomly scattered about the line y = 0; Any pattern would indicate a non-linear relationship between Y and that particular Xi.  

Assessing Homoscedasticity
Homoscedasticity = the variability or scatter of points about the best fit line is fairly constant

Method 1: Plot Y vs. Xi and see if the fit of the line is fairly constant for all values of Xi. Repeat for all Xs. [In SPSS, the partial plots will give you all of these plots.]
Method 2: Plot standardized residuals vs. Xi and check that the spread of the residuals is fairly constant for all values of Xi 

J.  Using Dummy Variables in the Model

Dummy variables are used to code in categorical variables into the model 

If the categorical variable has n subcategories, then you will need n (1 “dummy” variables to describe the categories

Example: Gender (Male = 0, Female = 1)

Example: Marital Status (Single = 1, Married = 2, Divorced = 3)

So, 3 subcategories require 2 dummy variables (X1 and X2) which would be used in the 
regression model.
	Response 
	X1 (Vector 1) 
	X2 (Vector 2) 

	Single (or Control) 
	0 
	0 

	Married 
	1 
	0 

	Divorced 
	0 
	1 
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