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CENTRAL LIMIT THEOREM FOR SEQUENTIAL DYNAMICAL SYSTEMS

MARK F. DEMERS AND CARLANGELO LIVERANI

ABSTRACT. We present a general approach to establish the Central Limit Theorem with error bounds for
sequential dynamical systems. The main tool we develop is the application to this setting of a projective
metric on complex cones, following the ideas introduced by Rugh and Dubois. To demonstrate the power of
the proposed setting, we apply it to both sequential expanding maps, where similar results are known, and
to sequential dispersing billiards, for which no such results are currently known.
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1. INTRODUCTION

This paper is concerned with obtaining a self-normed Central Limit Theorem with error terms for sequen-
tial dynamical systems. Such results are relevant for many open problems; let us just mention random Lorentz
gasses of the type initially presented in [28], in which a particle moves between cells formed by randomly
placed obstacles in an approximately Z?2 lattice. In each cell, the particle finds a different arrangement of
scatterers. From the particle’s point of view, it undergoes a sequence of different billiard maps corresponding
to the cells it visits. Such a model was considered in several works [28, 29, 1] and most recently in [9], which
introduced the application of Birkhoff cones to dispersing billiards. More broadly, many results regarding the
Central Limit Theorem for sequential systems already exist, for example, [5, 37, 36, 23, 24, 30, 25, 35, 41, 16]
in which are investigated either random dynamical systems or sequential expanding maps, possibly non-
uniformly expanding.

In the present paper, we present a general setting to establish a self-normed Central Limit Theorem with
error terms for sequential dynamical systems, which allows us to treat both observables that are not bounded
and discontinuous hyperbolic dynamical systems, including dispersing billiards. The results are obtained via
the study of the properties of the corresponding transfer operators. As we are interested in presenting the
general strategy, we do not push for optimal results. Since some estimates rest on a Taylor expansion,
better results can be obtained by computing more terms. Note, however, that to obtain optimal results, it
is necessary to have an estimate of the higher momenta in terms of the second momenta, and it is not clear
how to achieve this in the present generality (see Remark 2.10 for a more detailed explanation of this issue).

In Section 2, we present two sets of abstract hypotheses: the first hypothesis assumes only that the real
transfer operator is contracting in a projective metric, together with a uniform bound on the complex twisted
transfer operator; the second hypothesis assumes that the complex transfer operator is also contracting. The
second possibility yields much sharper results. We explain in Section 5 under which conditions the latter
extra information on the transfer operator can be obtained via the theory of complex cones introduced by
Rugh [38] and further developed by Dubois [17, 18]. Since this theory is of independent interest and is
spread among several articles, for the reader’s convenience, we provide a short, self-contained account of the
theory in this section. Our presentation of complex cones is not as general as the one that can be found in
[38, 17, 18], but it is more than sufficient for all the applications to the Central Limit Theorem we can think
of.

To illustrate the broad applicability of our result, we apply it to two emblematic classes of examples; in-
deed more than half of the paper is devoted to these examples. The first application is to smooth expanding
maps (the simplest possibility and one for which the most results already exist); the second application is
to dispersing billiards (a technically difficult case motivated by the Lorentz gas and for which no sequential
results of this type currently exist). We remark that other cases, such as Anosov and Axiom A diffeo-
morphisms lie in some sense between the applications contained in this paper. The analysis of hyperbolic
systems in dimensions greater than two is not an obstruction to the present technique. Indeed, anisotropic
spaces for Anosov and Axiom A diffeomorphisms (including for those with singular SRB measures) in any
dimension have been constructed by a variety of authors [20, 4, 21] and the connection between anisotropic
spaces and projective cones is described in [8]. While the details of such applications would make the present
article excessively long, yet the technique presented here is applicable to such systems as well. Indeed, the
expanding maps example shows that it is not necessary that the map have a common invariant measure.
On the other hand, the billiards examples are studied using Banach spaces of distributions, which implicitly
shows that the existence of an absolutely continuous invariant measure is also not necessary.

The application to expanding maps in Section 6 is done to compare our present Theorems 2.6 and 2.7
with existing results. We show that our technique reproduces all existing results apart from the ones in [15],
which just appeared. In addition, in Proposition 6.1 and Corollary 6.4 we provide a new criterion to verify
the growth of the variance in the sequential case, while Theorem 7.14 provides a sharper criterion for the
random case. This is an issue often not addressed in the literature but fundamental in applications. The
strategy used in [15] is similar to ours when applied to the case in which one can use complex cones but
takes advantage of the fact that it deals only with bounded observables and expanding maps. In particular,
it uses a martingale decomposition trick, adapted from [34, Chapter 3], in order to estimate higher momenta
via the second momenta. It is unclear how to extend such a trick to the level of generality we are addressing
in the present work. Possibly, something can be done using ideas in [32, Theorem 1.2] applied to the stable
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foliation of the sequential maps, but as the present paper is already rather long, we refrain from exploring
this issue. The application to billiards in Section 7 is brand new and shows the generality and power of the
theory put forward in this paper. We expect this application to be relevant for the study of random Lorentz
gasses, a long-standing open problem.

2. SETTING AND MAIN RESULTS

Before stating the abstract framework in which we are able to study the Central Limit Theorem for
sequential systems, we briefly describe two applications: smooth expanding maps and dispersing billiards.
This gives the reader an indication of the broad applicability of the present approach.

2.1. Sequential Smooth Expanding Maps: A Preview.

The case of expanding maps has been extensively studied, and our general theory does not provide any
new results, apart from the discussion of the growth of the variance. We discuss this case in Section 6 only
so the reader can compare the present results with the literature. However, even in this case, we are able to
present new results for the problem of studying the variance.

Let M be a smooth compact connected Riemannian manifold. Let (fi)ren € C?(M, M) be a uniform
family of expanding maps in the following sense: 3A > 0, ¥ > 1 such that for all k£ € N,
o IDfi Moo <07
o [D?fillo < A.

Let g, € CY(M,R) with supyey |lgk|lcr < C for some C' > 0. Given an initial density p € L', we have that
gk © fr—1 0 -0 fo is a random variable. We designate its expectation by

E(gh o fir oo fo) = / Gk 0 fi1 0+ fola)p(x)da,

M

and call P the associated probability distribution. Define the centered observables,

§k=gk—/ gk © fr—10---0fo-p

M

(2.1) n—1

Sn=> grofe10--0fo; o =E(S7),
=0

and the cumulative distribution function

(2.2) Fn(:c)]P’<{f" §x}> .

The above, apart from some minor quirks, is the same model discussed in [5, 37, 24]. In Section 6.1 we will
prove the following.

Theorem 2.1. Let p € C'(M). Then for all ¢, € (0,1) and alln € N such that o, > max{1, c,n3 In(n+1)},
there exists C > 0 such that

L A 5 3 2
F,(x) - Wors 7006 > dy| < Co,°(Inoy,) n.
The above Theorem can be applied only if o, grows fast enough. As mentioned, in the special case of
expanding maps, it is possible to strengthen the result, see [15]. However, it is always necessary to meet
some requirements on the growth of o,,.

Unfortunately, contrary to the case of a single map, we are not aware of an existing result that provides
general checkable criteria to ensure some variance growth. By checkable, we mean that one can ensure the
wanted variance growth by computing only averages on a finite number of finite time trajectories.

In Proposition 6.1, we provide such a criterion for the case of smooth expanding maps. Our criterion
naturally generalizes the usual criterion for a single map. While the argument is rather general, some
technical problems do not allow, at the moment, to extend it to the general setting in which we obtain the
CLT.
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2.2. Sequential Dispersing Billiards: A Preview.

We consider a class of dispersing billiard tables formed by a fixed number ¢ of closed, convex sets, which
we call scatterers, on the torus T2. The boundaries of the scatterers are assumed to have strictly positive
curvature. The dynamics of the billiard map are defined by the motion of a point particle traveling at unit
speed between collisions and reflecting elastically at collisions with the scatterers. We consider the family of
billiard maps F(7«, s, F\) corresponding to configurations of ¢ scatterers which satisfy

e The minimum and maximum free flight times between collisions are bounded by 7, and 7!, respec-
tively.

e The minimum and maximum curvature of the boundary of the scatterers are bounded by K, and
K1, respectively.

e The maximum of the C® norm of the scatterers is bounded by FE,.

All billiard maps in F(7., K, Ex) act on the same phase space M and preserve the same invariant measure
dpsrp = co cos ¢ drdy, where ¢q is the normalizing constant.

Given this family F (7, K4, E,), we prove a sequential Central Limit Theorem along any Nz-admissible
sequence of maps (T})ieny C F (7, Ks, Eyx). See Definition 7.1 for the definition of Nr-admissible sequence.'

For the Central Limit Theorem, we consider sequences of observables g, € C*(M) for some « € (0,1/3)
with |gr|ce < K for some K > 0 and all k € N. Given a strictly positive density p € C',* dvy = pdusrs,
and denote by E the expectation with respect to 9. We define the centered variables exactly as in (2.1)
(where the integrals are w.r.t. usgp) and the cumulative distribution function as in (2.2). Our results can be
summarized as follows (see Theorem 7.12 for a precise statement, while the beginning of Section 7 contains
a precise definition of the sequential system and Section 7.4 a detailed description of the observables).

Theorem 2.2. Let F(7., K., Ex) be as defined above and let (T;)ien C F(7u, Ks, Ex) be an Nr-admissible
sequence, and Inp € Ct, [ pdusps =1.

Then for all ¢, € (0,1) there exists C > 0 such that, for alln € N such that o, > max{1, c,n'/3In(n+1)},
1 [" 2

F,(x) — N e” dy’ < Co,;%(Inoy,)*n.
—o0

Note that in the non-sequential case, when Ty = T and g; = g, if g is not a coboundary, then o2 ~ n.

Hence the error term is O(n~2 (In,)2) which is optimal, apart from the logarithm.

In the sequential case we do not have general criteria to check that ¢, > max{1,c,n'/3In(n + 1)} (apart
from the case in which the billiards are extremely hyperbolic, that is the operators L1 have a large spectral
gap?). However, sharper results can be obtained in the random case, see Section 7.9 where we improve on
the usual condition (cf. Remark 7.16 for details).

We prove Theorem 2.2 in Section 7 (that is, we prove its more precise formulation Theorem 7.12) as an
application of the abstract theory described in the next section. However, checking the conditions of the
abstract theory entails a non-trivial amount of work, which is carried out in Section 7.

2.3. Abstract Framework and Central Limit Theorems. Consider a sequence of dynamical systems
fr: My, — M1, k € N* where M}, are compact Riemannian manifolds of uniform diameter, and the f, are
measurable functions with respect to the Borel o-algebra. Let uy be a sequence of probability measures such
that (fi)«prx < prr1. For all g € L (Mg, ux) and ¢ € LY (Mg, 1, ix11) we define the Transfer Operator Ly
as

(2.3) / gy o frduy = / OLg dpigy1.-
My My 41

1Informally7 given Nx € N, an Nr-admissible sequence is a sequence of billiard maps drawn from the family F(7«, K, Ex)
which comprise blocks of length Nz in which all maps in each block are close to one another, but maps in different blocks are
not necessarily close.

2The results holds more generally for p € Cg; see Section 7.1 for the precise definition of Cy.

3We thank Dmitry Dolgopyat for pointing this out to us.

4We use the convention that 0 € N.
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A direct computation shows that, uy41-a.s., we have

Lrgx)= > 9w/,

yefy (@)

where Ji(y) = %&”M. Note that, by defintion, L is a positive operator and a contraction as an

operator from L(My, ux) to LY (M1, pr+1). Next, assume that there exist convex cones Cy, C L' (M, uy),

Cr N =C) = 0, with the following properties

(C-1) for each h € Cy, we have [, hduy > 0.

(C-2) Li(Ck) C Cgy1 and the diameter (with repect to the Hilbert metric, see [3, Appendix D]) of L (Ck)
in Cky1 is uniformly bounded.

(C-3) there exists e, € Cj, such that for each h € Vi, := span(C}) there exists v € R;:

ver + h € Ck.
Without loss of generality, by (C-1), we can choose the €, such that

(24) / (Ekd,u,k =1.
My,

Remark 2.3. Note that the above setting is not the most general possible: e.g. Ly, could be a more general
transfer operator with some weight; condition (C-2) could be weakened to some diameter depending on k,
provided that it does grow under appropriate control; in the conditions (O-1), (O-2) below one could let K
grow, moderately, with k; and so on. We refrain from such endless generalizations, which the reader can
easily work out, if needed, to present the basic idea in its more straightforward form.

Due to condition (C-3) we can associate to each k a Banach space By obtained by the completion of Vj
with respect to the norm || - || associated to the cone Cj:

(2.5) 1Ml = inf{A € Ry : —Aep = h < Aeg}
where h > g iff h — g € C} (see [3, Equation D.2.1] for more details). By [8, Lemma D.5] it follows that

By, is a Banach lattice with the order structure >. In particular, if —g < h =< g, then ||g|lx > [|h|lx- Also
exllr = 1.

Next, note that if h = g, i.e. h—g € Cj, by condtion (C-2), Lx(h—g) € Crt1, so Lrh = Lig. That is, L,
is a positive, order preserving operator. Accordingly, for all a € By, we have ||Lral|pr1 < |||kl Lrerllprr.”
In other words, Ly € L(By, Br+1). Moreover, by (C-1) we have

(2.6) ‘/ adp, ,/ exlloflkdpe = lalls.
My, My,

In addition, by [3, Lemma D.4] (with the choice p(g) = [ g), there exists ¢ > 0 such that, for each k > j,
h € B;, with fMj hdu; = 0, we have

(2.7) 1Lk LRl y < 3eEIHD ;.
We further assume
(C-4) there exists Cy > 0 such that, for each k > j € N, and h € B;, we have || Ly --- L;h||x41 < Cillh|;.

Next we introduce the observables for which we shall prove a sequential Central Limit Theorem. Let
{9k }kens gx € LY (M, uy) be a real function such that

(0-1) there exists K > 0, jo € N, jo > 2, such that, for each h € By, and j < jo, we have
1Lk (gi) k1 < KRl

We define fi; = fi—10---0fj, fj;(x) = = and consider the sum
n—1
Sp = ng o fro-
k=0

5In fact, by conditions (C-2) and (C-3), Lier € Vit1 so ||Lrekllrt1 < oo.
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We let z) = g o fi,0(z0), and assume that ¢ is distributed according to a probability measure dvy = pduo,

p € By. We will use the notation E to denote the expectation with respect to the initial measure dvg = pduyg.
Then the x; are random variables and

n—1 n—1
E(S,) = Z/ P 9k © frodpo = Z/ geLr—1 - Lop dpuk.
k=0 Mo k=0 M
By (2.6), (O-1) and (C-4) we have

sup
keN

= sup
keEN

< KCilpllo-

/ GrlLli—1-- Lop dpy,
My,

/ LigeLly—1 - Lopditksi
Mp41

It is then natural to define

(2.8) 0k = gk — / gxLr—1 - Lopdpy,
M,
so that
(2.9) / GiLr—1 -+ Lopdpy =0,
M;,
and
n—1
(2.10) Sp=)_ 9k ° fro-
k=0

By definition, E (§n> = 0. It is then natural to define

(2.11) o

3N

n—1
—ES) = Y /M Coiro La(@Lrr - L5(§5L5 1+ Lop)) dyin.

k,j=0
Lemma 2.4. There exists C' > 0 such that, for allmn € N,
0721 < Cn.

Proof. Indeed, using that £;_1 --- Lop € B;, together with (2.6), (C-4) and (O-1), we may estimate

n—1
o = Z/ Ly(GiLr—1 - Lop) dpgsa

k=0 Mi+1
n—1k—1
(2.12) 4235 [ Lt LGy La e Lop) dpas
k=1 j=0" Mr+1
n—1k—1
< nC K2 pllo +6C. K> ol 3 3 e70~37) < G,
k=1 j=0

where, in the last line, we have used (2.7) to estimate |[Lx—1---L;(GjLj—1---Lop)||k, sicne we have that
fM7’+l ﬁj(gjﬁj_l e ﬁop) d,LLj+1 =0 and ﬁj(gjﬁj_l te ﬁop) S Bj+1 by condition (O—l). O

To continue, we need to complexify the Banach spaces By and extend the action of £ to such an extension
(to simplify notation, we still call £}, the extension).

Lemma 2.5. There exists a canonical complex exension By of By and the action of Ly, extends to a bounded
operator in L(By,Bri1). Moreover, for each k,m € N, the norm of Lixym - Lk : B — Brrma1 is bounded
by V20.,.

The above fact is well known but, for the reader’s convenience, we provide the proof in Appendix A.
To keep the notation simple from now on we will use || - || also for the norm on the complex space, since
no confusion can arise.
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Note that if f, g € By then, by (2.6),

/ (f +ig)du| < ‘/ S +‘/ gdpg
M, M, M,

Next, for k,n € N, £ <n, and A € R, we define the operators Ly, » »: for each h € By,

(2.13) <1l + llglle < V20 f +igllx-

(2.14) Lianh= Ek(eiggl)\gkh).

Note that, for h € L' and A € R we have €17 Ak € L', 50 Lk x, is also well defined, and a contraction,

as an operator in L!(My, C). In addition, we assume

(0-2) There exists A\g > 0 and K > 0, such that for all j,k,n € N, j <k <n, |\ < Xoy,, and h € B; we
have [|Lgxm -+ Ljanhllkrr < KJlh]];.

Finally, we state a stronger assumption (the composition of twisted transfer operators is of Perron-

Frobenius type), that will allow us to obtain stronger results:

(0-3) There exists Ao, ¢, K > 0 and elements hy ; » € By, lk j ) € B;-, k,7 € N, such that, for all |A\| < Agoy,
and k,j,l,n € N, [y gadpn = lega(e;) = 1 [[hijalle + 1egally < KO [ja(hian)] = K7
Morever, there exist ay jx € C, |ag ;1| < K such that for all j,k,n €N, j <k <n, and h € B; we
have

(2.15) ILk—1.50m - Linnh = angabimjaliga(B)llx < Klag,jale™ = a]);.

Notation. In the following, we will use cy,Cy for a generic constant depending only on the constants in
Conditions (C-1)-(C-4) and (O-1)-(0-3). Also, given a Banach space B, we will use the notation O(a),
a € Ry, to stand for an arbitrary element of h € B such that ||h| < Cxa. We will not specify explicitly the
Banach space (which could be R, C, By, By, etc ...) since it will always be clear from the context.

Our main results are the following.

Theorem 2.6. If the conditions (C-1),(C-2),(C-3), (C-4) and (O-1), with jo = 3, and (0-2) are satisfied
and liminf,, ., 0, = o0, then for each w > 3 there exists Cp, A1 > 0 such that, for each n € N and
A < Aoy, we have

. 1A 2
)E (ez)\anlsn) e X

1 214 3
<0, << Bon) N | 2w +n)\3> .

2
n n
We will see that the above result yields helpful information only if for each Cy € R, there exists ng € N
such that o, > Con% for all n > ny.

Theorem 2.7. If the conditions (C-1),(C-2),(C-8), (C-4) and (O-1), with jo = 3, together with hypothesis
(0-3) are satisfied, then for each w > 3 there exist constants Cmy A1 > 0 and an analytic functions A, such
that, for each n € N and |\| < Ao, (Ino,)~t, we have

E (eiAangn,) — A
|A,(N)] < Con [N, ?(Inoy,)? + 0,7 |N[]
A7 (N)| < Con [)\20;3(1n0n)2 + ogw] )

The proof of Theorem 2.6 is the content of Section 3, while Theorem 2.7 is proven in Section 4.
To compare with other results, let us compute what the above results imply for the distribution function

(2.16) Fo(z) =P ({i: < x}) =E (1{&1/0,@}) :

Our first result using (O-2) is nontrivial only if o, > n3

error is smaller

. This is the same restriction in [24]. But there, the

SWhere, for each £ € B;-, we have ||Z||; = sup| ;<1 [2(h)].
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Corollary 2.8. If the conditions (C-1),(C-2),(C-3), (C-4) and (O-1), with jo = 3, together with hypothesis
(0-2) are satisfied, then for all n € N we have

(2.17)

1 r y2 -3 1
F,(r) — — e 7dy| < Cyuop*nt,
(z) V2T /_Oo y‘ #
Proof. By [19, equation (3.13) of Chapter XVI.3|, Theorem 2.6 implies

T 2 Ty 23 2
F,(x) - L / e%dy‘ < %/ {(lnan) ¢ +n§—3 +crnw4 d¢ + 2

2
T J_T, oz T,

n

(Ino,)?T3 T3 . 24

n

3
for each sequence {T},}. Choosing T), = oa4n"%, and recalling that (2.12) implies o, < Cy+/n, the result
follows. 0

To obtain a stronger result, we must assume (O-3) and apply Theorem 2.7.

Corollary 2.9. If the conditions (C-1),(C-2),(C-3), (C-4) and (O-1), with jo = 3, together with hypothesis
(0-3) are satisfied, then for each c, € (0,1) and for all n € N such that o, > max{1, c,n3 In(n+ 1)}, there
exists C' > 0 such that
Fo(e) — —— [ —“d’<é'*a )2
w(x) — — ez < Co.”(Inoy,)*n.
V2T J o 4

Proof. We use again [19, equation (3.13) of Chapter XVIL.3] to write

I I

We make the choice T, =
it follows that

(2.18)

2 2
67% — 67%+ATL(C)

¢

WM, for some constant C, > 0 large enough, and @ = 4. By Theorem 2.7

g > Cun |C30*3(ln0 )2|
4 = w n n
d 2
‘dce_cz-“‘"(o < C,
for all |¢| < T,,. Also, setting S, = ﬁ, we have that |A,(¢)| is uniformly bounded for all || < S,.
n3(lnoy,)3
Hence, for all |¢| < S,, we have, by Theorem 2.7,
1—eAn(© CA'(2)d
\e \ <0y | RADE g 4]
¢ z€[0.¢]
< CuCon }C2a;3(lnan)2 + U;w| .
Accordingly,
F,(x) — L/x eiédy <1/Sn 67%0 n [0, (Inoy)? —&-074] d¢
n /;27_‘_ e = s, w n n n
+ 20" /Tn -4 + 24
s Sy ¢ T,
< Co,%(Ina,)*n,
for some C large enough. O

We conclude with a brief discussion on the relation with previous results.
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Remark 2.10. The above results are only slightly weaker than [24]. However, they apply to a much wider
range of systems. In particular, they are tailored for possible applications to the problem of a random Lorenz
gas where the observable may not the bounded (e.g., see the relevant observables in the recent [16]). For
'i)\ogls'n

bounded observables, one can take advantage of the fact that E (e ) is an analytic function of A. More

generally, our results can be improved by following the same strategy used here and simply computing more
terms in the various Taylor expansions. To obtain optimal results, it is however necessary to have bounds
on the higher moments in terms of the variance. The latter strategy is used in the recent paper [15], where
much stronger results are obtained but limited to bounded observables and expanding maps. Unfortunately,
it is not obvious how to extend the martingale approximation argument used to control the higher momenta
in [15] to the present general setting.

3. PROOF OF THEOREM 2.6
In order to compute
(3.1) T,(\) =E (e”‘a': S)
we show that it satisfies a differential inequality.

Proposition 3.1. For each w > 0, there exist Cypy A1 > 0 such that for alln € N and A € R, |A| < Aoy,
we have

d
—7T =-\T
™ n(A\) AT, (A) 4+ E.(N)
1 n2)\3 A2
Ea(V)] < Car ((“" S +|A|o;“’+n3>~
Un Jn

Proposition 3.1 immediately implies Theorem 2.6.

Proof of Theorem 2.6 using Proposition 3.1.
Setting 0,,(\) = eg'rn()\)7 we compute

0 (\) = e £,(\).
Since Y, (0) = 1, we have 6,,(0) = 1, hence

A2_¢2

) A
Tn(A)ze—%+/0 e E,(6)dE.

Moreover, using that e~(V=€%)/2 <1, we have
/)\ A2_¢2
e 2
0

For the remainder of this section, we fix n € N and prove Proposition 3.1. Since n is fixed, to simplify
notation a little, we will drop the last index n in the definition of L x , from (2.14). That is,

(32) ‘Ck,)\h = [’k,k,nh _ ﬁk(eigglkgkh) ]

En(€)de| < sup £ (©OIN < Cun (Wwonmn“'3>.

2 3
I€1<IAl n On

O

Proof of Proposition 3.1.
For pp-almost every x we have

d n—1
i -14 P ~ 1 —-14
d)\ezkon Shn(x) =0} 1 § Gk © fk,o(x)elAU" Sn(:l)).
k=0

By the Schwartz inequality, recalling (2.6) and Conditions (O-1) and (C-4), we have

1

2

k+1

(3.3) E(lgx © fro(@)]) < [/M Ly, [(gk)2£k—1 : "ﬁop] dptk+1

1
< KC#|lpllo < ox.
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Accordingly,
d ; 71n_1 - ixo, 18
(3.4) aTn(/\) =io, I;O]E (gk o fr e ") .
For some constant C7, > 0, to be chosen later large enough, we define
(3.5) L,=Cplno,.
Next, for each £ < n let
Sk = >, gicfio

j€{0,...,n—1}
[i—k|<Ln

e .
nk = § g; o fio-
j€{0,....n—1}
|j—k|>Lny

Also, we define
@0 (£,0) (e o, 185 ptigo nk)
(g Ofk 06 ;1‘§Z,k+i50;1§2,,k)
(gk © fr085 © fj,0¢7" thk“g‘fﬁlgi.k)
O 126 X) = E (91 0 frody © fiod o froe T SaatisrtSun)
Lemma 3.2. For each £ € R, the functions ©%(&,-) are C7* (R, C).

Proof. The computation is the same as for equation (3.3), using (2.6) and Conditions (O-1) and (C-4). O
By (3.4) and Lemma 3.2 we can Taylor expand with respect to £ and write

n—1

d - | 1
S Tn(V) =i, PO
k=0
n—1 n—1
=io, ' Y OL0,0) =, PAY YT 67,50,
(3.6) k=0 k=0 je{o,...,n—1}

—io —3/ dg/ dzz > > 63N

k=0 j€{0,...,n—1} 1€{0,...,n—1}
j—k|<Ln  |—k|<Ln
Remark 3.3. Note that nothing prevents us from expanding (9,1€ to higher orders. Doing so yields better
estimates, but at the price of a much lengthier computation. We refrain from doing so as our goal is to
present clearly the idea rather than to state the optimal results.

Next, we must compute the terms in the above equation. To this end, we use the twisted transfer operators
L x (recall (3.2)). Let us define, for all k,j € Z,

1 itk<0
(3.7) Lijr=9Lrx - Lmax{joyx fk>7
1 if k<.

Note that, for h € L',

[ieabi= [ o= [
M1 M4 M

Hence, by (2.13), (O-1) and (C-4), we have

Lix - LingiLi—in-Loap| < V2KCZ|plo.

‘Mk
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Note that, forall L, < k<n—L,and k<j<k—+L,

OR(EN) = /ﬁn,k+Ln+1,Aﬁk+Ln,k—Ln+1,5 Li—1, 0P
M,
(3.8) OL(E,N) = /ﬁn,k+Ln+1,>\£k+Ln,k,5 I L1 k—L+1,6 Lk—L, 0P
My,

0r,(& N = /ﬁn,k+Ln+1,Aﬁk+Ln,j7s G5L5-1,k,6 Gk Lr—1,k—Lo+1,6 Lh—L,,0AP-
M,

The above formulae correspond to the case j > k, the definition in the other cases being obvious. To estimate
the above terms, the following lemmata will be instrumental.

Lemma 3.4. For each k,m1,my € N and h € By, we have

Lk iz h+ma,0 Gt Lhma 10t ktmy 4mog1 < Ce” i imum2l| g

< Cyem [

/ L+my+ma k+ma,0 Gk-+maLk+ma—1,k,00
Mk+m1+m2

| Lxtmi k.0 G1Lr—1,0,0Plk4my+1 < Cye™ ™

Proof. Let us define

(39) ¢k,j = Ek—l,O e ‘cj,O(Bj-

By (C-4), ||¢x,jllx < Cy while (2.3) implies ka ¢r,;dpk = 1. Equation (2.7) yields

Li—1,0---Ljo lh - (Bj/ hduj]
M.

J
< Cyge= = D|n] ;.

Lrro-Lyoh—bu, / hdy;
M.

J

(3.10)

k k

In particular, choosing h = L;_1,0--- Lo, 0®0,

(3.11) 16,0 = dnjll, < Cge 7).
Then, using (3.10) multiple times, conditions (O-1), (C-4) and equation (3.11) yields

£k+m1+m2,k+m2,0 gk-ﬁ-mz £k+m2—17k70h = ¢k+m1+m2+l,k+mz+1

8 /£k+m2,0§k+m2£k+m2—1,k,oh + 0(6_m“)||Ek+m2,o§k+m2¢k+m2,k/h||k+m2
= Qhtmitmatlktmatl /£k+mz,o§k+m2£k+mz—1,k,0h +O0(e™ ™ + e )|k
= ¢k+m1+mz+1,0/£k+m2,0§k+m2£k+mz—1,k,oh +O0(e™ ™ + e )|k

= ¢k+m1+m2,0/£k+m2,0gk+m2£k+m2—170,0p/ h+O(e™ ™ +e )| hllk
My,

= ¢k+m1+m2,0/gk+m2£k+m2—l,070p h+O(e™ ™ 4 e~ ") |||k
My,
— O(efcmin{ml,mQ})”h”k’

where, in the third equality, we have used again (3.10) to estimate

H£k+m21,k,oh - ﬁk+m2—1,0,op/ h Litma—1,k,0 (h - ﬁk—l,o,op/ h)
My,

My,
h—ﬁk—Lo,oP/ h
My,

¢k+m2,k/ <h—£k—1,o,op/ h>
My,

< Cye™ 1]k

k+mo ’ k+mo

+ Cpemem
k+mo

S ‘

k

This proves the first inequality. The other two are proven similarly. O
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Let
IR = LrtLp k—Ln+1,0
(3.12) Tt = LitLn k0 e Lh—1,k—Lo41,0
T} = Liir, .09 Li—1.8,098Lk—1 k—Lo+1,0-

Lemma 3.5. For each w > 0 there exists Cp, = Cr(w) > 0 such that for alln — L, > k > L, and
h € By_r,, , we have

ITehllktr, < Cuo™Z|hllk-L,
IT% jh — Sk i T0bllkrr, < Cuoy Z||Rllk-L,
where

(3.13) Yk, = /ékﬁk—l,j@ﬁjﬁj—l,o,oﬂ

Proof. Equations (2.7), (2.6) and conditions (C-4), (O-1) imply

HF11€h||k+Ln < + CyeIn

k+1

hllk-r,

PhtL, k+1 / LrgrLr—1,c4 1, 1,00dpg
M1

Y B T R
7L

< Cyu ‘/ GxLr—1,0,0pd o
My,

< Cyo, N hllk-L.,

by (2.9) and provided we have chosen Cp, large enough. Next, we study Fﬁ,j for j > k, the case j < k being
identical. If |k — j| > L,,/2, then

2 A N
Ll = Lot 10,50 9L5-1,5,00k Ll—1,k— L, +1,00

(3.14) = Ly41,,5,0 G Pjk+1 / L1 Lr—15—1,+1,0h + O A1)
My 1

= 0(a,“|[hllk-r,.)

provided we choose C}, large enough. On the other hand, if |k — j| < L,,/2, then k+ L,, —j > L, /2 and
j—k+ L, > L,/2, hence, recalling (3.10),

2 . .
T jh :¢k+Ln,j+1/‘ngj‘cjf1,k,09k£k71,k7Ln+1,0h

+ O(e= =il |- ,)

(3.15)
= PrtL, j+1 /ngjﬁj—l,k,ogkﬁk—l,o,op/h+O(U;w||h”k—lln)
= Sk Thh + 00, = |[Allk-1.,)-
The Lemma follows noting that, for |k — j| > L, /2, |2k ;| < Cpo™=. O

We can now estimate the terms in (3.6) one at a time.
If L, <k<n-L,, Lemma (3.5) implies

|©4(0,\)] < Cyo, ™
If kK > n — L,, then by the second inequality of Lemma 3.4 and condition (O-2)
1010, N)| < Cpor @I Ly—r, oppllk-1, < Cpoy ™.
While, if k < L., then by the equation (2.6), condition (O-2) and third inequality of Lemma 3.4
|@;1f(0,)\)| < CullLrtrn k.0 G6LE=1,0,0Pk+L,+1 < Cpo, “.
It follows that for all k € N,
(3.16) 101(0,\)] < Cpor ™.
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Next, let us compute @%J (0, ). As before we treat only the case j > k since the case j < k is identical
and is left to the reader.
Forn— L, > k > L, Lemma 3.5 implies

(3.17) 02,(0,1) = T4 00(0, 1) + O(0;).
Note that, by equations (2.11) and (3.10),
n—1
(3.18) om=> Y T +0(0,7).
k=0 [j—k|<L,

The other possibilities can be treated as we did for ©} and yield a contribution of order o;,®. Finally, we
7
compute

2

n—1 n—1

> > OLuEN| S KE[L Y giefi

k=0 j,1€{0,...,n—1} k=0 le{0,...,n—1}
|i—k|<Ln [l—k|<Ln,

fl—k|<L,

n—1
<K Y > E(gjo fiodio fio)

k=0 j€{0,...,n—1} 1€{0,...,n—1}

|j—k|<Ln |[l—k|<L,
(3.19)
<K > (2Ln—[l—DE (g5 o fiodi o fio)
1€40,..., n—1}
[j—=11<2L,

<2Ko,L, - K Z |S|E (gj © fj,00i—s © fj—s,0)

< 2Ko2L, + Cyn

since the sum over s is bounded by (3.10).
To conclude, note that

A n
(3.20) To(A) =600\, ) = 02(0,\) + 9:0%(0, )\))\+/ dn/ dz070R (2, \).
0 0
Arguing as before, we have
10:03(0, )] < Coy ™
(3.21) 200 2 _—2 2
|8§@k(07)\)| S C#CLUn (ln UTL) .

Hence, we can rewrite (3.17) as
(3.22) 07,(0,)) = Zp ;T + O (S0, 2CEA (In 0y )* + 0,7) .

Collecting the above computations, we have

d
—To(\) =0} Z [SeATA) + O (8,50, 2N CE(Inoy,)? + 0,7 )|

dA
ke{0,--- ,n—1}
[k—j|<Ln
+0 (n)\Qa;?’ +M0,2CL 1n on)
C?(lno,)*\3 w A2

"Note that ot 18112 © fropdio = [y, |12 Leop dpu = me L1.019112L1,0,00dpt111, 0 equation (2.6) and conditions (O-1),
(C-4) imply that g; o fi,0 € L*(Mo, vo).
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and this concludes the proof recalling that C, is a constant depending on w, see Lemma 3.5. (Il

4. PROOF OF THEOREM 2.7
We define T, as in equation (3.1).

Proposition 4.1. For each w > 0, there exists A\; > 0 such that, for each n € N and A € R, |A <
Mop(lno,)™t, we have

d
0 (0) =~ (0 £ TulY)

T(0)=1
1E.(N)] < Cx (N0, (Inoy)’n +no, ).

n

Proposition 4.1 immediately implies Theorem 2.7.
Proof of Theorem 2.7.
2
Let A,(\) = fo/\ &, (£)d¢ then Proposition 4.1 implies T, (A) = e~ F—An(N), O
To conclude we must thus prove Proposition 4.1.

Proof of Proposition 4.1.
We start again our proof by

n—1
d

(4.1) —Tn(A) =0y, Z/ L1,k 29k Lx—1,0,2Pdfin
ar 2 /.

where we have used the same notation as in (3.8). If 2L,, < k < n — 2L,,, then, recalling conditions (O-2)
and (O-3) we can write

L1 kA Lr—1,00P = Okt Ly +1 730k —L,—1,0 \on ket L +1,A
(4.2) X Ay ot LA WALt Ly e AT L1, =Ly Mk—L—1,0 M) k—L,,—1,07(P)
+ O(0” Zn ket Ly 41 A —L,,—1,0,0)
provided we have chosen C7p, large enough.

Lemma 4.2. There exists ny € N eachn >k >j>1, k—1>ny, we have
apix = ap i1, 3 kA (Rjia) + O (Oék,z,AOéj—Ll,,\@*Cmin{‘kfjl’ljfll}) .
Proof. By assumption (O-3) we have, on the one hand

Li_1a(e)dpg — agir| < Klagale <*

‘ My,
On the other hand

Lr_1(e))dp, = Li—1x(Li—1a(er)) dp
Mk Mk

= kgl (Li—1ia(e)) + O (ak,j,xe_clk_j‘ ||£j—1,l,A(<Bl)|lj)

it el
= agjai-117k 52 (hjia) + O (ak,j,wj—l,l,xe emin[k=3].I7 |}>.

Hence, If Ke=“™ < 1/2, the lemma follows. |

Since
l
Lijah =Lijoh +i0,' A " Lm0 gnLm-1,,0h
m=j

(4.3) .
- 0-7:2 Z / (>‘ - E)El,m,f gmﬁm—l,s,fgsﬁs—l,l,ﬁhdga
- J0

m,s=j
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we can compute

Lrvr, krGLli—1 k-1, P = Livr, k006 Lk—1,k—L,,00

k+L,
.1 ~ ~
+io, A E Li1,.5.005L5-1,k,0 G Lr—1,k—L, 00
j=k—L
(4.4) !
)\2 k+L,
~ 557 E Lt Lm0 GmLm—1,k,006L1—1,5,00sLs—1,k—L,.,00
" m,s=k—Ly,

+ON0, Ly ||hllk—rL,.)-
Lemma 4.3. For A < Ao, we have®

k+L,

~ . —1
H£k+LmkAgk£k7Lk7LmAhk7Ln7L0A'_ZUn A E ZkJ£k+LmkamAhk7Ln7LOAH <
kL,

< Cy[N0,?LE +0,7].
Proof. Equation (4.4)

Lrtrn b AIELk—1 k=L Nk—10—1,00 = Lht L, ke AGELE—1,k—Ln,00k—1,,—1,0,)

k+L,
+io, A j{: Lit1,,5,005L5—1,k,006Lk—1,k—L, ,0Mk—L, —1,0,
=k
k—1
+io, ' j{: Lit1,,5,096Lk-1,5,095Li-1,k— L, 00k—1, 1,0,
j=k—Ly,

+O([No,2L2] hi—r,—1,0 k=L, )-
By Lemma 3.5 and equation (4.3) it follows

k+Ln
Lict Ly b ATELE 1k Loy Ak Lo 1,08 =007 ' A Y Sk Lot Ly kLo 0hk— L, —1.0.7
j=k—Ly,
+ O( I:AQO-’;zLi + U’I’:w] ||hk_Ln_1;07A||k_Ln)
k+Ln
=io,'N > Sk Lht Ly kLo Ah—L,—1.0.7
j=k—Ln,
+O([No 2Ly + 07,7 | 1 he-r,-10alle-L,.)-
The Lemma follows recalling that, by condition (O-3), ||hk—r,—1,0x]k-1, < K. |

To continue, we need some rough estimates.

Lemma 4.4. There ezists \; € (0,)\) such that, for all |\ < Mo, L,t and j <k <n, k—j < L,, we
have, for each h € B;,
1

>
“)|akﬂ“|-2(14-l<)

) ks = x| [ ] = Cp [ray b g1+ 1]l
M;
¢) kg = buille < C Aoyl = j| + e~k 1].
Proof. By condition (O-3) we have

< Ke " lay, ;5.

akJA'_./T Li—1,528;d
M,

8Recall that Yk,; is defiend in (3.13), while Ag refers to condition (O-3).
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While (4.3) and (2.4) and Condition (O-1) imply

Ck 1,5,A€5 = / ['k 1j0®]+20 12/ df 'Ck 1m§gm£m 1,7,6€5

=1+ O(c; ' Nk —j)).
Which yields
1- C#Ugl/\“(? —j|
1+ Ke—clk=il

The above implies |ag ;| > (2 + 2K)™!, provided |k — j| < L,, and Ay is chosen small enough. Next, for
each h € Bj,

(4.5) ok ja | >

Li—1jxh = apjalija(h) + O™ lay  \||h];).
My,

Thus, for |k — j| < L, by the first statement of the Lemma and equation (4.3)

— Cue*=l|n|;

[k ja(h)] > cy ‘/ Li-1,2h
My,

/M h

J

(4.6)

>y — Cy otk = 1+ e ),

proving item (b).
Finally, by Conditions (O-3), (O-2) and equation (4.3) we have

—clk—j
kg (P = bkj) = Lr1,j05 = Lr—1,,0€; /ﬁk—l,j,wj +0 (Oék,j,xe | j')

k
= E ﬁkfl,lJrl,OEl,j,/\@j/Ekfl,l+1,)\®l+1 _Ekfl,l,oﬂlfl,j)@j/'Clcfl,l,/\@l
1=

The Lemma follows remembering (4.5). -

Using Lemma 4.3 in equation (4.2) and recalling Lemma 4.2 we obtain, for 2L,, < k < n — 2L,,, choosing
C, large enough,

k+L,
L1k 2dklr—107p = io, A E: Yk On ket L4100k =L —1,0, A kL4121
j=k—Ln
X Lot Lnt1 (Lot Ly m Ly A—L—1,00) [L+ O([Aop ' Ly + 0,%])]
(4.7) X lp—r,—1,0(p) + O0™Tan0,)
kt-Lon
= lido,' D B+ 0 (N0, °LE +0,7) | La1roap
j=k—Ln
+ O( an 0, >\)

where, in the second line, we have used the fact that Lemma 4.4 implies, recalling Condition (O-3),

[kt Ly ALht Ly =1 = Ly Ml— £ =1,0,3) | Z QL kLo Mot L A (Pt L,,0,0)
X p—r,—1,0x(hk-1,-1,0)] — Cx(0,7)
2ey — Cpo, ™ 2 ey

To complete the estimate needed for Proposition 4.1, we need the following lemma.
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Lemma 4.5. If Cp, is choosen large enough, there exists c;x > 0 such that for all n € N and each A € R,

Al < Aion L b, we have

n

> cxl|anonl-

‘/ Ln_1,0xp
My,

We postpone the proof of the lemma and use it to complete the proof of Proposition 4.1.
Applying Lemma 4.5 to (4.7), we obtain

k+L,

/ ﬁn_17k))\§k£k_1707,\p= Z')\O';l E Yk j —I-O()\QU;Q[% +O';w)
M .
" j=k—Ln

X / Ln_1,0xp,
M"L

which is our main estimate in the case 2L,, <k <n — 2L,,.
It remains to consider the cases k < 2L,, and k > n — 2L,,. If k > n — 2L,,, then, using (4.3),

(4.8)

/ ﬁn—1,k,,\f]kﬁk—1,o,wdun:/ L1 k00kLk—1k—Lp 0Lk—L,,—1,0,20Pftn
M, M,

n
.1 ~ ~
+io, A g / Lon-1,m,0 9mLm—1,k,096Lr—1,k—Ln,0Lk—L,—1,02Pdln
m=k—L, Y Mn

+ 00,222 L2 ap o )

Arguing as in Lemma 4.3 yields

n

Ln1k2GkLlr—1,01p = Z (ixa, 'Sy, + O (N0, %L2))
M j=k—Ln

(4.9) ></ Lon—1,0xp+ Oo,Zan0.2)
My,

= Z (iXoy, 'Sk + O (N0, °L2 +0,7)) Ln—1,00,
j=k—Ly, M,

where we have applied Lemma 4.5 in the last line.
Analogously, if k < 2L,,, then

k+ L,
/En—l,k,Agkﬂk—LO,)\P = Z (Z')\Uglzk,j + 0O ()\20';211% + O'TZW))
M, ,

(4.10) J=0
X / Ln_1,07p-
My,

Substituting respectively (4.8), (4.9) or (4.10) in each case in equation (4.1), summing over k, and recalling

(3.18) we finally have

d
T Ta () =~ A+ E V) Tu(Y)

£V < Cp (Mo *L2n + noy =)

concluding the proof of Proposition 4.1.

O

Proof of Lemma 4.5. We may assume that n > max{2L,,n;}, where ny is from Lemma 4.2 since otherwise

the lemma is trivial using (4.3).
For such n, we write, using (O-3)

Lp—1,0x20 =Ln-1,0,2LL,—1,0P

= Lot (L0500, 07(P)PL, 00+ Olar, oxe ")) .



18 MARK F. DEMERS AND CARLANGELO LIVERANI

Integrating and estimating as in (4.6) for each w > 0 we can choose Cy, such that

ar, 0L, 0(p) = /EL,,HO,AP + O(ap, oxe” ") =1+ O(ar, or(Aoy ' Ly + 0,7)).

Putting these estimates together, we have

Ly—1,07p = / Ln-1,L, (hr, 0+ O(aL, 00(A0, Ly +0,7)))
M, M,

= Qn,L,+1,) (ﬁn,Ln,A(th,o,A) +O(ar, 07(Aoy 'Ly +0,7) + 6_0'"_L"‘))

Next, applying first (O-2) and Lemma 4.4(a) and then Lemma 4.2 yields,

‘/ Ly_1,0xp
My,

> K an 41000, 00 (bnpon(ho,00) + O(Aoy ' Ly +0,7))|

bpon(hi,02) +ONog Ly, +0,%)

=K! o, -
| $O’A|€n7Ln7x\(hLmO7)\) + O<e—cmm{Lmn—Ln})
> culanon,
for w large enough and A sufficiently small, where in the last line we have used the lower bound on
|€7L,Ln,)\(th707>\)| from (0—3) (Il
5. CONES

In this section, we describe the machinery of complex cones necessary to verify the contraction required
by (O-3), and which can also imply (O-2). For the reader’s convenience, we provide a self contained theory of
complex cones more than sufficient for our needs. Since we strive for simplicity, our results are not optimal;
see [38, 17] for a more complete, general, but, we believe, less readable exposition. We will present the theory
in a general context, with some tools to aid in the application of this method to the examples: expanding
maps in Section 6 and billiards in Section 7. We start by recalling few needed facts about real cones.

5.1. Real Cones.

Let V be a topological real vector space and S € V' such that £(z) = 0 for all £ € S implies z = 0. Define

(5.1) Cr={heV\{0} : £(h) >0,V € S}.
Note that
(5.2) CrN—Cr =10,

since if h € Cr N —Ck, then £(h) = 0 for all ¢ € S; hence h = 0, contrary to definition (5.1).
Moreover, assume that there exists @ € Cg such that

(5.3) for all h € V there exists A € Ry such that Ae — h € Crg.

Then one can easily check that

(5.4) |h|| :=inf{A e Ry : {(Ae £ h) >0, ¥/ € S}

is a norm.” Note that |le|| = 1. Let Bg be the completion of V in such a norm.'” Since, for all £ € S,

O(||h]je £ h) > 0, it follows that S C Bg.
Finally, let S, be the weak-* closure of the convex hull of {\ : A € Ry, ¢ € §}. To simplify matters
further, we restrict to the special case in which there exists m € S, and « € (0, 1) such that

(5.5) m(e) =1
and, for all h € Cg,
(5.6) m(h) > &[]

9Alternatively, it is equivalent to define this norm by ||| = inf{A € R : —Xe =< h < Ae}, where h < g iff g — h € Cg.
1O0Note that the expression (5.4) defines the norm also on Bg.
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Having described the abstract setting, we can now proceed to explore its properties. We start defining a
larger cone Cgr D Cg by

(5.7) Cr ={h € Br\ {0} : £(h) >0,Vl e S}.
Next, we define the dual cone as

(5.8) Coh={leB; : {(h)>0 VhelCr}DS
Note that we have

(5.9) Cr ={h e Br\{0} : £(h) >0,V € C}.

Hence, again, Cg N —Cg = 0."' The cone C is associated with the Hilbert metric (see [3, Equation (D.1.2)]):
for all g, h € Cg,

a(h, g) =sup{\ € RT | g — \h € Cr}

B(h, g) =inf{p € RT | ph — g € Cr}

p(h, g)}
d h, g) =In [ .
s =R 45, )

From now on we will write simply dg, if the cone is clear from the context.
Since by (5.7) g — Ak € Cg iff £(g — Ah) > 0 for all £ € S, taking the limit A 1 « yields o = infyes f%

Alternatively, using (5.9) in the same way, we have a = infyecy, % = infyecs %. Arguing similarly for 8
yields

I (1)) () I () ]())
(310 () = P I Gt~ S, i)

Let us recall the relevance of real cones for our context.

Theorem 5.1 ([31, Theorem 1.1]). Let By, Bz be real Banach spaces with real cones C1,Ca as above. Let
L € L(By,Bs), such that LC; C Cy and

A= sup dyc,(Lz,Ly).
z,y€Cy

Then, for all h,g € C; we have
du,c, (Lh,Lg) < tanh(A/4)dH7C1 (h,g).
Lemma 5.2 ([31, Lemma 1.3]). Given h,g € C for which || f| = |lgll,

Ih = gll < (2™ — 1) |If].

In the next section, we describe how the above results can be extended to the case of operators acting on
complex Banach spaces, see, in particular, Theorem 5.15 and Lemma 5.11.

5.2. Complex Cones.

Let B¢ be the complexification of Bg as detailed in Lemma 2.5.

Definition 5.3 (Complex cone and its dual). The associated complex cone is defined as Cc := C,.- (Cr+iCr),
where C, = C\ {0}. We may also write Cc = Cy - (Cr + iCr), where C; = {z € C: |z| = 1}. We define the
dual cone by

Cc={teB: : l(h)y#0 VheCc}.

For any element ¢ € By, its action on h+ig € B, h, g € Bg, is naturally defined by ¢(h+1ig) = £(h)+il(g).
Then, for all h € Cg, letting z € C such that |z| = 1 and zh = x + iy with z,y € Cg,

im(h)| = n(z +iy)| = vm(z)® + my)? > /2] + [ly]]?

K . K
> o+ iyl = Ze Al

- V2

Mndeed, if h € Cg N —Cg, then (k) =0 for all £ € S, and ||h|| = 0, by (5.4).

(5.11)
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where in the second line we have used (A.2). In addition, if ||u]| < 1, then
®+1u>®—1||u||®> 1<B>O
2~ 2 -2

that is the interior of Cg, and hence of Cc, is not empty. That is C¢ is a regular cone in the language of [38,
Defintion 3.2-(3)]. Moreover, for each ¢ € B such that ||{|| < k we have m + ¢ € Cg, so also C; has non
empty interior.

The first statement of the following Lemma is contained in [38, Proposition 5.2], while the second is the
first part of the proof of [17, Lemma 4.1].12

Lemma 5.4. We have the following characterizations.
a) Cc={heBc\{0} : VomeCh, R (e(h)m) > 0}.
b) Ce ={l € B : Vx,y € Cr, R(4(x){(y)) > 0}.
¢) CD{xl+ip : ,peCh}=:Ch, where Ch = {l €Ch : (x) >0V € Cg}.

Proof. (a) To prove that Cc C {h € Bc\{0} : V¢,m € Cf, R (f(h)m(h)) > 0}, check that & <€(zh)m(zh)> =
|2]29R (f(h)m(h))7 for all z € C,.. Also, by defintion, for each h € C¢ there exists z € C such that zh = z+iy
with z,y € Cg. Finally, for 2,y € Cg, R (K(x +iy)m(x + zy)) = l(xz)m(z) + L(y)m(y) > 0.

To prove the opposite inclusion, let h € {h € B¢ : ¥¢,m € C, R (f(h)m(h)) > 0}. We claim that there

exists z € C such that h = zh = z+iy with © € Bg and y € Cr. Indeed, let h = u+1iv, u,v € Bg and assume
that u,v & Cr U —Cg. If u = Av, A € R, then we can choose ¢, m € Cy such that ¢(u) > 0 and Am(u) < 0,

so R (f (h)m(h)) = M(u)m(u) < 0 contrary to assumptions. Hence u, v must be linearly independent in Bg.

Note that there must exist ¢ € Ck such that £(u) = 0 and ¢(v) # 0."* Thus R (E(h)m(h)) = {(v)m(v), and

choosing m € Cg such that ¢(v)m(v) < 0 leads to a contradiction. Hence, if v € Cg we are done, if v € —Cg
then we choose z = —1, if u € Cg we choose z =i and finally if u € —Cgr we choose z = —i.

Then for each ¢ € Cﬁ§ such that £(h) # 0, we can write £(h)|£(h)|~! = €, 6, € [0, 7]. Suppose that there

exists 41, ¢y € Cp such that m > |6y, — 0, | > 7/2, then

R(C2(h) b (h)) = |72 [€2(h)br (h)| cos(Be, — Oe,) <O
contrary to the assumption. Thus there exists ¢ € [0,7/2] such that for each £ € Ch, £(h) # 0, 6, €
[ — /4,0 +7/4]. Let e~"h = u+ iv, then £(u+ iv) = |£(u + iv)|e?® =) which implies £(u) > |¢(v)], that
is £(u =+ v) > 0. This means that u + v € Cg. Accordingly, setting 2 + iy = (1 +14)e""h = (1 4 i)(u + iv) =
u— v+ i(u + v) we have that x,y € Cg, hence h € Cc.

Next, we prove statement (b). Let £ € {¢ € Bl : Va,y € Cr, R(¢(2)€(y)) > 0}. If there exist z,y € Cg
such that ¢(z +iy) = 0, then £(z) = —il(y) and R(L(z)l(y)) = R(—i|¢(y)|*) = 0 contrary to the assumption.
Hence {¢ € B : Va,y € Cg, R(¢(2){(y)) > 0} C Ch.

To prove the opposite inclusion, let £ € Cf.. Suppose that there exist 2,y € Cg such that R(¢(z)l(y)) < 0

and write £(z) = re'® # 0, £(y) = s’ # 0, with 6, ¢ € [-7, 7). Then 0 > R(¢(x)l(y)) = rscos(d — ¢), so
37 >0 — ¢| > m/2. Define

#
a

= —s5e 09 4 ry = —scos(0 — )z + 1y + issin(f — @)z =: u + v
then £(z) = 0. Note that z # 0 since —s cos(6 — ) > 0 hence 0 # u € Cg. If sin(f — ¢) > 0, then also v € Cg.
Otherwise iz = u; + ivy with uy,v; € Cg. Thus there exists w € C¢ such that ¢(w) = 0, contradicting the
hypothesis.
Finally, we prove statement (c). Let £¢, £p € Cg, then for each z,y € Cgr we have

R((€+ip)(x) - (¢ —ip)(y)) = €(x)l(y) + p(x)p(y) > 0,

12Note however that in [17, Lemma 4.1] it is assumed that z,y are linearly independent, which is not necessary.

ISIndeed, by definition & C Cp and if +u ¢ Cg, then there must exist £1,p € S such that £1(u),p(—u) < 0. Hence,
=1 — %p € Cp and £(u) = 0. Next, if for all £ € Cp such that £(u) = 0 we have also £(v) = 0, then the same must happen
for all £ € B, (since Cf has a non empty interior) and this is impossible by the Hahn-Banch theorem.
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which implies ¢ + ip € C. by part (b) of the lemma. O

Lemma 5.5. For each ¢ € C. we have
le]l” < V2|¢(e)].

Proof. If £ € Cg, then, when acting on By it can be written as (z) = ¢1(z) + if2(z). By Lemma 5.4(b) we
have, for each z € By,

0 < R((|lz]le — z)(lx]|le + z)) = Lu([|z]le — 2)6([z]le + ) + La(|z]le — z)la([[z]le + )
which implies
[£(2)] < |l [£(e)].
If x + iy € Bc, then

(@ + iy)| < [e@)|(llz]l + llyll) < V2Ie(e)l]lz + iyl
O

Definition 5.6. We call the complex cone linearly convex if for each g € Be \ Cc we can find ¢ € é(’c such
that £(g) = 0.

Remark 5.7. Note that if Cc is linearly convex, then
C.:={heBc : l(h)#A0YlecC}=Ce.

Indeed, if h € C,, then h € C¢, otherwise, by linear convexity, there exists £ € é(’c such that £(h) = 0, contrary
to the assumption. On the other hand, if h € Cc, then for each € € C., by Lemma 5.4 (c) and Definition 5.3,
we have that £(h) # 0; hence, h € C,.

The next Lemma corresponds to [18, Lemma 4.1].
Lemma 5.8. The cone C¢ is linearly convex.
Proof. Let x + iy & Cc, x,y € Bg, then by the first statement of Lemma 5.4, there exists l,pe Cg such that
U(a)p(x) + Uy)py) = R(U(x + iy)p(z — iy)) < 0.

Note that, setting p = p+ em and £ = £ + em, with € > 0, then ¢,p € Cﬁg and for ¢ sufficiently small we still
have

(5.12) {(x)p(x) + L(y)ply) < O.
Define
4 = [apl() + p(a))€ — il(y)layl +
0 — _P@)@) +yply)
: t(x)? +£(y)?
One can check that g(z +iy) = 0 and ¢ € Ck. O

In order to construct a metric on the cone, for each h, g € Cc define

(5.13) Ec(h,g) = {iég; c Le C(’C} .

For future use, it is convenient to record the following facts.
Lemma 5.9. For each h,g € Cc we have

EC(h7g) = {E(h)

£(g)

L4 Note that this definition is a bit different from the one in [18, Section 3]. But it has the advantage of simplifying the proof
of Lemma 5.8.

VS CA(f;} =: Ec(h, g).
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Proof. Clelarly E¢(h,g) C Ec(h,g). On the other hand, note that if ¢ € E¢(h,g), then there exists ¢ € Ce
such that ¢(h — g) = 0. But this implies h — (g & Cc¢, otherwise, by definition, there would exist z such
that z(h — (g) = x + iy with 2,y € Cg and this would imply R(£(z)¢(y)) = 0 contrary to Lemma 5.4(b).
Accordingly, by Lemma 5.8 there exists { € CYc such that ¢(h — (g) = 0, hence ¢ € Ec(h,g). That is
Ec(h,g) = Ec(h,g) and the lemma follows. O

Lemma 5.10. For each h,g € Cc, z € Ec(h,g) iff zg — h € Cc.

Proof. If z & E¢(h,g), then, by Lemma 5.9, we have that for all ¢ € CA& z # igzg, that is ¢(h — zg) # 0.
Hence, by Remark 5.7, zg — h € Cc. On the other hand, if zg — h € Cc, then again by by Remark 5.7, we
have that, for each ¢ € C(, £(zg — h) # 0. Hence, z 7 Z(h (h,g). O

Next, we define the key object in the theory,

SUPzeEc(h,g) |Z| o

(5.14) dc(h,g) =1n - = sup In ‘i) .
inf.epe(ng 2l zweBe(hg)
As a first result, we have a version of [17, Lemma 2.6] showing the relevance of d¢.

Lemma 5.11. Let h, g € Cc, such that m(h) = m(g), |m(g)| =1. Then
V2
lh =gl < =—=dc(h. g).

Proof. There exists z € C, |z| = 1 such that m(zh) = m(zg) = 1. Let h = zh and § = zg. Also, by definition
dc(h,g) = dc(h,g). Then, since m € S,
m(h)

m(g)

Note that if @ = 0 or b = oo, then the Lemma is trivially satisfied. For each 0 < a <a <1 <b < we
have ag — h, 3G — h € Cc. Indeed, if ag — h & Cg, then, since the cone is linearly convex (see Definition 5.6),

a:= inf |z <
z€Ec (h,g)

=1< sup |2|=:D
z€Ec (h,9)

there would exist £ € CA{C such that ¢(ag — }Nl) = 0, but then a = ﬁggg > a contrary to the assumption; the

argument for 8§ — h € Cc is the same. } }
We can then write (8 — a)(g—h) = (8 —1)(ag — h) + (1 — a)(Bg — h), and, recalling (5.11), we have

3 -1, _ = l-« =
—h| < ag — h
g H_ﬁ_aHg 5 |
V2 s—1 = l1—« =
< Y2 | B (e ]+ 5= (s - )
< 2N =) 2= VRR — (= VY
- K 08—« 6
_2V2VB—Va _ 2f \[ il B
TR f+f
where, in the last line, we have used that, for v > 1, Inz > 2= 1 . Taking the inf on 8 and the sup on « yields
V2. s V2

lg = hll = 1|3 — Al < 75c(h79) =~ —c(h.g).
]

For z € C and all h € C¢ we have d¢(h, zh) = 0. It is then natural to define the equivalence relation h ~ g

iff h = zg for some z € C. Let Cc be the quotient of {h € Cc : d¢c(h,e) < co}. The following is similar to
[18, Theorem 3.1].'°

Theorem 5.12. The space (5@, dc) is a complete metric space.

15This result is not used in the present paper; we include it for completeness.
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Proof. Clearly, éc(g,h) = éc(h,g). For each h,g, f € Cc and £ € éﬁa we have

= < sup |z sup 2],

t(h)
e(f) z€Ec(h.g)  z€Ec(g,f)
hence, by (5.14) and taking the sup and inf on ¢, the triangle inequality follows.
Next, if d¢(h,g) = 0, then by Lemma 5.11 we have % = %, that is h ~ g.
As for the completeness, it follows from Lemma 5.11 that if {h,} C C¢ is a Cauchy sequence with respect
to d¢, then
‘ V2

< — .
=T 6C(hn7hm)

inf |z|] inf |z| < ‘E(h)‘ ‘E(g)
2€Bc(hyg) 2€Bc(g.f) £g) | [6(f)

1 b 1
m(h,) " m(hy)
So Whn is a Cauchy sequence in Bg, hence it has a limit h,, and by Lemma 5.4(a), h, € Cc. Note that,
16

b

for each g € Cc and ¢ € Cf. with |g(e)] = 1, recalling equation (5.11),

m(g)g(e) | . 9l
= C4 .
m(e)q(g) la(g)l
Hence, |q(hy)| > c#e";‘f(e’h*) ha|| > ¢y, since d¢ (e, hy) < dc (@, hm)+1, for m large enough. For all £, p € é</c
let £ = ¢(e)~'¢ and p = p(e)~!p, then, setting h,, = h,,/m(h,) and recalling Lemma 5.5,

edel(e.9) >

7 ~7 ‘~(h*_ilvr)| ~
’ah*)p(hn) _ b)) | 1 TR 14 Oyl — B
E(hn)p(ha) | [ E(Rp)p(ha) |~ 1 = 7|e<2z;;;n)\ T 1= Cyllhy — ha|
which, taking the sup on ¢, p implies lim,, oo d¢(hpn, hs) = 0. O

The previous result is nontrivial provided {h € C¢ : d¢c(h,e) < co} # 0. This follows from the fact that e
is in the interior of C¢, which is verified by the following lemma.
Lemma 5.13. For any h € Bc and for all z € C with |z| < (V2||h])~! we have @ + zh € Cc and

be(e, @+ 2h) < In (LAY < o0,

Proof. We begin by claiming that if h € Bc, then h + ze € Cc for all z € C with |z| > /2||h||. Indeed, by
Remark 5.7 and Lemma 5.8, if h 4 ze ¢ Cc, then there exists £ € C- such that £(h + z¢) = 0. But then
applying Lemma 5.5, one has
|2¢(e)] = [e(h)] < V2||h[||¢(e)],
which is a contradiction.
With the claim proved, it follows that @ + zh € Cc for all |z| < (v/2||h]))~*. Moreover, for any ¢ € Cf,

e+ zh) L(h)
7“@) =1+ z@ ,

so that according to the definition (5.14) and using again Lemma 5.5,
L+ [2[v2|[A]
1—[2[v2|hll )

as required. O

dc(e + zh,e) <1In (

The metric d¢ also provides a partial converse to Lemma 5.5, as follows.
Lemma 5.14. For any h € Cc and all € € Cg,
£(R)| 2 =5 1] (o)
Proof. Let h € Cc and suppose D = d¢(h, ). Then by definition (5.14), for any ¢ € Cg,

b [@m®)] _ |6e)| &
= Jimymie)] = jm) vz

where we have used (5.11). The lemma follows. ]

16Note that, since m € Sk,

EEZ; ‘ € Ec(h,9).
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The next is a basic result in [17]. We provide a detailed proof, although it is essentially as in [17], because
our definitions differ slightly from the ones in [17].

Theorem 5.15 ([18, Theorem 3.1 (iii)]). Let By, Ba be complex Banach spaces with complex: cones Cy,Ca, sat-
isfying hyotheses (5.1), (5.3) and (5.6). Let L € L(By,Bs), such that LC; C Co and A = sup,, ,cc, dc, (L, Ly).
Then, for all h,g € C1 we have

d¢c,(Lh, Lg) < tanh(A/4)dc, (h, g).

Proof. Let g,h € C1. If ¢ = zh, z € C, then we have seen that dc,(Lh,Lg) = d¢,(h,g) = 0, hence the
theorem is trivially true. We can then assume g, h are linearly independent. Let u, A € C be such that
(5.15) lul = M :=sup{|z| : z € Ec,(h,g)}

’ Al =m :=inf{|z] : z € E¢, (h,9)}

Since if M = oo or m = 0, the statement is trivial, we can assume co > M > m > 0. Indeed it must be that
M > m, otherwise M = m and E¢, (h,g) C {z € C : |z| = m}. But Lemma 5.4(a) implies that Cc U {0} is
closed, hence its complement is open, and so is E¢, (h, g) by Lemma 5.10, contradicting the hypothesis that
it is contained in a circle. The openness of F¢, (h, g) implies that A\, u & E¢, (h,g). Hence, by Lemma 5.10,

ug—heCy, h—2AgeCl.
Accordingly, by assumption,
L(ug —h) € C2,  L(h—Xg) €C2
and,
(5.16) dcy (L(pg — ), L(h — Ag)) < A.
Let z & Ec,(L(h — Ag), L(pig — h)). By Lemma 5.10 this is equivalent to
2L(pg — h) — L(h — M\g) € Co

or

Zh+ A
Lg— Lh € Cs.
1 g 2
Accordingly, if we define the Mobious transformation ¢(z) = zﬁ:{\, then

U(Ee,(L(h — Ag), L(pg — h))) = Ec,(Lh, Lg).
Recalling (5.16) and (5.14)
W=
p—p
Note that, by Lemma 5.10 and the cone invariance, if z ¢ Eg¢, (h,g), then zLg — Lh € Cq, hence z ¢
Ec,(Lh, Lg). Tt follows that Ec,(Lh, Lg) C Ec, (h,g), hence in equation (5.17) we have m < |a|,|8] < M.

Next, we choose A, i to maximize the right-hand side of the above expression. Note that ¢(z) = z=p

Z—x

— 2
is a Mobius transformation, hence it maps the circle |z| = r into the circle of center ¢(r) = \i(ll;—rﬂ and
radius R(r) = %.]7 As observed above, the entire circles of radius m and M lie in the complement of

Ec,(h,g). Thus,

4
(5.17) et > sup ’—‘ = sup
z,wep = (Eey (Lh,Lg)) ' W «,8€Ec, (Lh,Lg)

A—p
A—«

A —
sup = |c(m)| + R(m
sup |32 = el + )

o Bllal = m? + m|B] —mle| _ 8] —m
- |o? = m? o] —m’

17Indeed, the reader can easily check that |¢~1(x + iy)| = 7 implies

22 442 — 25]?(,8&— r?)a + S(Ba —r?)y " 18 —r? _ 0.
o2 — 72 a2 — 72




CENTRAL LIMIT THEOREM FOR SEQUENTIAL DYNAMICAL SYSTEMS 25

Reversing the roles of « and 3 yields the analogous estimate on C'(M),

p—al |M?—aB|+M|g—a] _ M-l
sup = 5 5 > .
lul=M | — B M2 — || M — B
Substituting in (5.17) yields
M — B _
A (M —laf)(|Zlla] —m)

open(Lh Lg) (M — |2 ||al)(la] — m)
Remark that the above supremum occurs when |a| < |3|, which we will assume going forward. With

—t)(|8 |t—m
this condition, the ratio % > 1. We can then study the function ¢(f) = w% f

m<t< M % This function is positive, has vertical asymptotes at the endpoints of its domain'® and has
mM|a|

.. _ la
a minimum at to = B € (m’MIBI)’ Hence,
2
( [MIB| _ 1)
A= s gt)=  sup vl S
@,BE€Ec, (Lh,Lg) a,B€Ec, (Lh,Lg) ( /M _ /m)
m o]
Since the above right-hand side is increasing with respect to % for 0 < % < %, and, by definition,
SUPy e Ee, (Lh,Lg) % = eeaarn) =: % we have, setting et := % = e%1(M9)  and recalling that by
construction, 61 > 65,
a 2t —1 6921761 —6*792191 sinh 921“91)
ez 2 6971 76072 = 691;92 76_91;92 = sinh —

B sinh (01 cosh (92) + cosh (%) sinh

( tanh(gl) +tanh(92)
) — cosh (%) sinh (

_ 4
~ tanh (%1) — tanh (f) '

The above implies

A A
— 0 tanh (=
tanh 9—2 < e’ Altanh 9—1 = tanh é tanh 9—1 < tanh Lm
4 14+e? 4 4 4 4

since, for v € (0,1) and = > 0, tanh(ya) > ~tanh(z). Because the hyperbolic tangent is increasing, we
finally have 03 < tanh (%) 01, and the theorem follows. O

Next, we provide a simplified but less optimal version of [18, Theorem 4.5], which suffices for our needs.
For i € {1,2}, let B;r, Bic, Si, ® and m; be as in the introduction of the appendix. We assume (5.4)
and (5.6) hold for both ¢ = 1 and ¢ = 2. We start by relating the real diameter with the complex one.

Lemma 5.16. Let A € L(B1 g, Bar) such that A(Cir) C Car with
diamg,, (A(C1r)) = Ar < 0
then!?
Ac = diams,, (A(C1)) < 8Az +2In[3v2r 7).
Proof. By (5.10) we have, for all h € C; g and £ € Cy
eAr > ((Ah)ms(e2) S o—Ar

= >
~ my(Ah)l(es) —

which, recalling (5.6) and the normalization m;(e;) = 1, implies

(5.18) U(e)||Ah|e®® > £(AR) > f(eq) k|| Ah|le™ 2.

I8Note that ¢t = | is indeed in this domain since, recalling also (5.15), m < |a| by definition and M|a|/|8] > |a| since
M > |3].

19A more sophisticated argument would yield a better constant, independent on x, see [18], but this estimate is more than
sufficient for our needs and in the spirit to present the argument in its simplest form.
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Accordingly, for all h = z(x +1iy), 2 € C\ {0}, z,y € C1 g, and £,p € Cy 5
R(E(AR)p(AR)) = |z[* [((Az)p(Az) + £(Ay)p(Ay)] >
It follows from Lemma 5.4(a) that A(Cic) C Coc, and, for all l,pe Czc and all z € C and z,y € Cig,
setting £ = |€(<B2)| 1=, +ily and p = |p(e2)|~1p = p1 + ipo
_ 2
(A +iy))ples) | _ [G(Az) — Co(Ay))® + [f2(Ax) + 62 (Ay)]®
U(e2)2p(A(x +iy)) |~ [p1(Az) — pa(Ay))* + [p2(Az) + p1 (Ay)]”
We use (5.18) to bound the numerator,
[01(Az) — Lo(Ay))* + [f2(Az) + 62 (Ay)]* < 2(01(Ax)? + Lo(Ay)?) + 2(L2(Ax)? + £ (Ay)?)
< 2e%%% (|| Az||® + || Ayl?)

(5.19)

where we have used the normalization £1(e3)? + f3(e9)? = 1.
To derive a lower bound on the denominator in (5.19), we argue by cases. Fix b > 2 and ¢ > 0,

e—QA]RH
— <1 .
c< T < /V5

Case 1: pi(e2)?, pa(e2)? > 2. Note that, by definition, there exists o; € {—1,+1} such that o;p; € CéyR. If
o109 = 1, then, recalling (5.18),

[p1(Az) — p2(Ay))* + [p2(Az) + p1(Ay)]” > [p2(Az) + p1 (Ay))?

> pa(Az)® + p1(Ay)? > K7 (|| A||® + || Ay|*)e 2=
while, If o109 = —1, then similarly,

[p1(Az) — pa(Ay))” + [p2(Az) + p1(Ay)]* > [p1(Ax) — po(Ay)]?

> p1(Az)® + pa(Ay)* > k2 (|| Az | + || Ay[*)e >,
Case 2: Either pi(e2)? < ¢® or pa(e2)? < ¢2. We shall assume p(e2)? < ¢2, the argument for the other
alternative being analogous. In this case then, ps(@2)? > 1 — ¢ due to the normalization of p.

We further refine into subcases.
Subcase A: ||Ay||b=t < ||Az| < b||Ay]||. Then by choice of ¢ and using (5.18),

2
[p1(Az) = pa(Ay)* = [ V1 = he 25| Ay — ce0]| Ay |
2
= || Ay|? (\/ 1 — 2re B — bceA’R)
Adding the analogous estimate for the second term yields the lower bound,

P2 (A7) — pa(AY)]® + [pa(Ax) + pr(Ag) > (J Azl + | Ay1P) (VI e —bees)’

Subcase B: Either || Ay| < b~ !(|A.|| or ||Az| < b~1||Ay||. Again, it is sufficient to argue only one of the
alternatives. Suppose that ||Ay|| < b=!||Az|. Then,

[p1(Az) — pa(Ay))? + [p2(Az) + p1(Ay)] > [pa(Az) + p1(Ay))

2
> || Az||? (V1 — 2re 2% — b‘lceAR)

b? 2
> b2+ 1 (||Ax||2 + || Ayl ) (ml‘%*AR *bilceAR) .

We proceed to optimize our choice of b and ¢ to obtain a common lower bound from Cases 1 and 2. Let us
choose b = /2. Then set
K —2Ag

_ € 2 _ ] — 9pr— L2l
c N = Vc bk e .
This implies that the lower bound in Subcase A is at least,

2.2
(5.20) (1A% + [ Ay|1?) % (72— 1) 2%,
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Moreover, the lower bound in Subcase B is at least as large since with b = /2,

b 1 b 1
—— (Ve 21— /flb*leQAR) >Ve?2-1 (1 - > —— > V2 -1
Vb2 +1 ( - 202 ) V21 2

It remains to compare the lower bounds from Subcase A and Case 1. Due to (5.20), the lower bound from
Case 1 is smaller if

1 1
2 21, -2
cc<ct=(c"-1) = c< —,
which is true given our choice of ¢ whenever b > 1.
Finally, putting together this common lower bound with our upper bound for the numerator in (5.19),
yields,

(5.21) fg(A(x:“ zy))p(-eg) < Var Lo le28n < 3/ 2e40n |
U(e2)2p(A(z +iy))
Since
(5.22) sup dc, o(A(h),e2) < diams, (A(Cic)) <2 sup dc, .(Ah,e2),
heCi ¢ ' e heCic ,
we have the lemma. O

We finally provide the key result that is needed in the applications to verify the hypothesis on the finiteness
of the complex diameter in Theorem 5.15.

Theorem 5.17. Let, for i € {1,2}, Bir, Bic, Si, & and m; be as in the introduction to this section
(in particular, the €; and m; satisfy equations (5.3) and (5.6), respectively). Let L € L(Byg,Bar) and
Lc € L(Bic,Bac). Assume that L(C1r) C Cor and diampy(L(Cir)) = Ar < oo. If there exists ¢ €

2

(0, 1;ﬁ6_2AR), such that for all ¢ € Sy and all h € Cy g,
(5.23) [¢(Lch) — L(Lh)| < el(Lh).

Then Lc(Ci,c) C Cac, and we have
diams,, (Lc(Cic)) < 8AR +2In[3v2r2) + Y2kZe 287,
Proof. For all z,y € Cy g and ¢ € S; we have using (5.23),
[(Le(x +iy)) — L(L(x +iy))| <|(Lex) — L(La)| + [€(Ley) — £(Ly)]
<elt(Lx) + U(Ly)] < VUL + i)

It follows that for all h € C; ¢ and ¢,p € CoéﬁR, provided ¢ < %,

(5.24)

R(U(Lch)p(Leh)) = §R(Uﬁft)z)(ﬁh) +(Le = L)h)p((Le — L)h)

+ U((Lc — L)h)p(Lh) + L(Lh)p((Le — E)h)>

> R (ULHPCR)) — 3v/2e|((LR) lp(Lh)
> R (ULHPER)) — 6v/2et(ez)p(e) |LR] | £R]

where, in the first inequality we have used (5.24) and in the second inequality we have used Lemma 5.4(c)
and Lemma 5.5. Since we can assume h = x + iy with =,y € Cy g, recalling (5.18) we have

R (ULMPER)) = UL@))p(La) + €(Ly)p(Ly)
> f(e)ples) ke 22" (|| Lal|? + [|Ly]?)
> 27 (e)p(es) k2225 LA 12,

where we have used (A.2). Hence, R(¢(Lc(h))p(Lc(h))) > 0, provided & < 24z,

Kk
12\/56
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Note that if £ € C; g, then {+am € CO’QJR for each & > 0. Thus the above implies R(¢(Lc(h))p(Lc(R))) >0
for all £,p € Cy . Applying Lemma 5.4(a), we have L¢(Cr, <c) C Cac.
Finally, for all £,p € Cj  and h € Cy ¢, it follows by (5.24) that,

‘acchnm£h>’<|«£hnxchn+—wuﬁc—-ahnxﬁhn

C(Lh)p(Lch) | — [L(Lh)p(Lh)| — [E(LA)p([Lc — L]h)]
1 +/2¢
< 1 T vae <1+4e,
since we assumed ¢ < ﬁ
The above implies
[¢(Lch)p(e2)]
0c, o (Lch, ®2) —supln| He)p(Lah)|
[¢(Lh)p(e2)] [¢(Lch)p(Lh))|
(5.25) < b e o e Rp(zo)

< e, (Lh,es) + 42 < AAg + In[3v/2k 2] + e

< 4Ag + In[3v2672] 4 3\1[I€2€_2A]R,

where, in the next to last inequality, we have applied (5.21). We conclude using (5.22). O

We conclude with a comment on (5.23) that may facilitate checking it.
For each h € C1 g let a(h) = R(Lch),b(h) = F(Lch). By defintion a, b are real linear operators on Ba
and Lch = a(h) + ib(h).
Lemma 5.18. If, for each h € Cy g,
eLh £ 2[Lh —a(h)] € Cor
eLh+ Qb(h) S CQ’R
then condition (5.23) is satisfied.
Proof. By hypothesis, for each ¢ € Cé_’R we have
el(Lh) > 2 |¢(Lh — a(h))]
el(Lh) > 2|6(b(h))]| .
Accordingly,
el(Lh) = ([6(Lh — a(h))| + [€(=ib(h))]) = [€(Lh = Lc(h))]-

5.3. Cone Contraction Implies Loss of Memory.

In this section, we show that cone contraction implies loss of memory. This provides a tool to easily verify,
in some cases, condition (O-3).

Consider complex Banach spaces By, cones C, = Cc  C By, vectors e; € By as described in Sections 2
and 5.2. Suppose there exist functionals my € B}, satisfying (5.6) with

inf kK = R .
a) inf K = i >0
In addition, there are operators Ly : By — By satisfying the following:
b) there exists K > 0 such that, for all k,j € N, we have
iy, (L - - Lje;)| < K

¢) the operators Ly, satisfy Lg(Cx) C Cgt1, and the diameter in the complex projective metric of Ly (Cy)
in C4+1 is uniformly bounded by A < oo.
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Define Ly, j := Ly - --L; and

ay,j = mg(Ly-1,;€5)

hk . = 7}14’671’]@]
(5.26) T my(Leo,5e;)

myp (Lk,1 jh)

Ly j(h) = ———4 £,
ki (1) my(Lg—1,5€;)
The next lemma will be helpful to check condition (O-2).

Lemma 5.19 (Uniform Boundedness). For each h € B;, we have

V2
gl < K Rl < — 15115 < V2

Ll < 25l

Proof. By assumption |o ;| < K. Since, by assumption, my, satisfies (5.11), by Definition 5.3, m € C¢ so
that, for all h € C¢,

K
(527) |1Hlk(]Lk,1’jh)| |Lk,1,jh”k > 0.

>
> 7!
Hence, [|hy ;|| < ‘f In addition, £ ;(h) # 0 for all h € Cc. Accordingly, £ ; € Ci. and so by Lemma 5.5
1€k 1" < V2. Hence, recalling (5.11)

V2 V2 2K
ILk—1,5h]k < — [ (L-1,5)] = = €5 (h) my (Li—1,5¢5)] < ?Ithj-

The following lemma will be helpful to check condition (O-3).
Lemma 5.20 (Loss of Memory). Let 6 = tanh(A/4), then for each k,j € N, h € B;,

2(1 + V2)

[Lk—1,5h — ag il j(R)h ;]| < AO* I |y ;| |R];-

Proof. Applying Lemma 5.11 and Theorem 5.15, we have for all h,g € Cj,
’ Ly ;h Lt.;9 V2

_ < Y25 (L iy Ly
myt1(Lyjh)  mgr1(Lg;g) K oL L 59)
V2 e

g?(tanh(A/@)k J 15C,j+1(Ljhang)

2 . 2 .
= 49’“_]_15@%1(%%%9) < 49’“_%1&

K

k+1

By definition £ j(e;) = 1 and my(hy ;) = 1. Moreover, by Lemma 5.19 and Lemma 5.5, |ay, ;| < K,

lhijllk < V2/F and €551l < V2. Hence, recalling (5.26), for all h € C; we have
k1,5 — ok iy (Rl = L1 h — m (L1 5 2) P 5,
N
(5.28) < @Qk YA [my (Lg—1,5h)]

9
< 977916 T Al 4| 5-

For h € B;, define h := h + v/2||h||;e;. As in Lemma 5.13, h,||h||;e; € Cc; U {0}. Recalling £x ;(||h];e;) =
|hll;, as well as my,(Lg_1,;h) = my (o, £k j(h)hs, ;), we apply (5.28) to obtain,
Lk—1.57 — ex, i, (h )hk,allk = L1, = evn, e, (R) P

(fo)

< [Pl =5z Mk Tk < Ihll;=— 520" o .
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5.4. A Useful Lower Bound. In this section, we show under the assumptions of Theorem 5.17, that the
lower bound € ;(h;;)] > K~! holds uniformly in j, k,{, with £ ;, h;; defined as in (5.26). In addition to
properties (a)-(c) of Section 5.3, we assume that there exist real operators Ly : By — By satisfying

d) Lx(Crr) C Crt1r and diampy (Lx(Crr)) < Ar < oo for all k > 1;

e) for all £ € Sy and all h € Cyr, |{(Lih) — €(Lyh)| < el(Lih) for some e € (0 . T28=),

Thus we are in the setting of Theorem 5.17.
In this setting, we prove the lemma,

Lemma 5.21. Under the assumption (a)-(e), there exists K > 0 such that £y ;(h;;) > K=t for all0 <1 <
J<k.

Proof. By definition,
m(Ly_1 ;h
Eij(h) e 7( k=1, ) .

Q.

Since Ly, ;C;.c C Ck,c and invoking (5.11) and property (a) of Section 5.3, we have £, ;(h) # 0 for all h € C; .
Thus £x,; € C; ¢ and since hj, € Cjc, we may apply Lemma 5.14 to obtain,

—dc. o(hj,e;) R
[ ()| = =00 ) Sy
where we have used £ ;j(e;) = 1. Recalling (5.26) and using Lemma 5.5, and equation (5.5), we have
1= m;(h;) < [lmy 1Rl < V2IlRgall;.

It remains to show that dc, .(hj,e;) < C, where C' < oo is independent of j and [. This follows from
the cone contraction provided for each L;. In particular, remark that L;_;;C;c C L;_1Cj_1,c, so that
h;j; € L;_1Cj_1c. Thus it suffices to show that 6;¢(h,e;) < C for each h € L;_1Cj_1 ¢ for some C
independent of j.

To see this, apply Theorem 5.17, and in particular (5.25), with £ = L;_; and £ = £;_; to obtain for
each h € Cj_1c,

dc;c(Lj—1h, @) < éc, (Lj-1h,@)) + 4,

RZ

with e = 12\/56_2AR, applying properties (d) and (e). Finally, applying Lemma 5.16 and in particular (5.21)
with A = £;_ yields,

5C9‘,C (H‘jflhﬁej) <4Ag +1n (3\6@72) +4e,
completing the proof of the claim. -

6. APPLICATION: SMOOTH EXPANDING MAPS

6.1. Sequential Expanding Maps.
We consider the setting illustrated in Section 2.1 and prove Theorem 2.1. To this end, we first check the
conditions of Theorem 2.7. Theorem 2.1 will then follow trivially as explained in Section 6.5.

6.1.1. Verifying Conditions (C-1)-(C-4).

Let M be a smooth, connected d-dimensional Riemannian manifold. Without loss of generality, we can
rescale the distance d so that the diameter of M is one and the Riemannian volume so that the volume of
M is also one. We set My = M and ui = Lebesgue. First of all, for a > 0, we consider the cones Cj, = C,
for all £ € N,

Co ={h € CY(M,R) : |Vh(z)|| < ah(z) Vo € M} \ {0}.

Note that (C-1) is trivially satisfied. Then setting e(z) =1 € C,, if h € C*, then (a7 || Vh|oo + ||]|oc)e+h €
C,; that is, (C-3) holds true. Indeed, it follows immediately from (2.5) that for h € C*(M, C),

lgll = llgllx = sup {a™*[Vg(x)|| + [g(z)[},
xeM

thus Bk = Cl(M,R) and Bk = Cl(M,C)
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Next, suppose g € C, and g € M is such that*’ g(zo) = S 9
If v € C1([0,1], M) is a geodesic (parametrized by arclength) that connects z and zg, then

HI00)] < IVa)] < agtr(0),
hence
(6.1) e /Mg >g(z)>e /Mg, for all z € M.

Defining the transfer operators £y as in (2.3) with respect to the volume measure yields,

- h(y)
Liph(z) = Z; |det(Dy fu)|
yef, (x)

Hence, for some D < Cy supyey [[D? filloo = CA,
(6.2) |IVLeh|| <O 1LL|VR| + DLeh < (9 a+ D)Lyh

which implies £4Co C Cpa, v € (971, 1), for all k € N, provided a > D(v — 9~ 1)~L.
From this point forward, we fix v € (¥~!,1) and a > 1 such that a > D(v —9)~%.
Now for each h € C', and using (6.1) since both ||h|| and h + ||k| are in C,,
[Lre - Lih| <Ly~ Li(h A [[BID]+ ALk - - £41]
(6.3)
<et [ ey 2l = e ],

which, iterating (6.2), proves (C-4).
One can easily compute the Hilber metric dy and prove that for all g € C,q, v € (0, 1),

1
(6.4) d(h,1) < 2a+1n 7

T, = A/2.

So (C-2) holds true.

6.2. Conditions (O-1), (0-2) (Applicability of Theorem 2.6).
Assume that we have a sequence of observables g, satisfying supy,(||gx||co + |V |loo) = K < 00. This implies
in particular that supy, ||gx|| < (1 + @~ 1)K, hence (O-1) holds with jo = cc.

Let p € C', p > 0 with [pdug = 1. Define g as in (2.8). For n € N, define S, as in (2.10) and the
variance o2 as in (2.11). Remark that o,, < C+/n by Lemma 2.4.

n

With n fixed and k < n, define the weighted operators for A € R as in (2.14),
Lz = Lypnh = Li(ei A9h).
Taking the derivative as in (6.2) we have
IVLeR] <97 Liol V] + (D + Moy, lgelloo) Lrolhl-
Which can be iterated, yielding

k—j
IV Lx - Ljahll S 97 Ly L VA| + Y 07HD + oy, Hlgr—illoo) Crmi - L£511]
=0
3¢(D + Ao, ! sup; [lgjll)

< |l

1—9-1

where we have used (6.3) in the last step. Applying (6.3) again proves (O-2).
Accordingly, Theorem 2.6 applies. Note that Theorem 2.6 provides nontrivial information only if o,, >
Cun® for some a > 1.

20Here and throughout this section, the integral is taken with respect to the volume measure on M, which has been
normalized to be a probability measure.
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6.3. Complex Cones for Expanding Maps.

To obtain the sharper results of Theorem 2.7, we have to verify condition (O-3). In order to do that, we use
the complex cone theory introduced by Rugh and further developed by Dubois [38, 17, 18], as summarized
in Section 5.

First we need to verify that we are in the setting of Section 5. As noted earlier, with ¢ = 1, the
norm associated the cone is ||h|| = sup,{|h(z)| + a~!||[Vh(x)|]} which is equivalent to the C! norm, so
Br = C'(M,R).

For each z € M and v € RY, |Jv]| < 1, we define

Uy »(h) = ah(z) — (v, Vh(z)).
Clearly ¢, , € Bg. In addition, it is easy to check that

Co={heBy : £(h)>0%eS)
S={ly, : x€M,|v|| <1}

This shows that (5.1) and (5.7) are satisfied. The complex cone Cc is defined precisely as in Definition 5.3
Next, set m(h) = [ h, then, recalling (6.1), we have, for all h € C,,

—a 1 —a
(6.5) m(h) 2 e”|hllc 2 Se™ (R[]l = &[lAll,

which verifies (5.6), and by extension (5.11).

To conclude checking the hypotheses of Theorem 5.15 we must to prove that the diameter of the image
of the complex cone is finite. Since (6.4) states that the diameter of the real cone is finite, we can apply
Theorem 5.17, provided we check (5.23). To check (5.23) let {5, € S, h € Cg,

oo (Lrx — Li)h)| < |(Lrx — Le)(DF) "o, VR) |+ [(Lrx — L) Duhl

(6.6) N .
+ |£k,)\(l)\0n <(Df) ’U,ng>h)‘ +a |(£k,>\ — ,Ck)h|,

where D, = — sign(det ka)w
Since L1 € C,, (6.1) implies the following bound on the first term above,
O (i — L) VA < 07 Aoy, grloo| Lalloo [ VAloo < 07 ae® Moy, g ool Bloo
<0 e o ol [ < 0t Moy el [ 21
<9 rae Mo, gl oo Luh(2)

where we have used h, Lih € C,. Similarly, we bound the second, third and fourth terms of (6.6) using the
positivity of h,

Moz (D + a)lgilos Luh(@) + 97 Aog | Vol o Luh(z) -
Putting these estimates together in (6.6) implies,
o (Lrx = Le)D)] < Mo ligrller [07 ae® + D + a] Lih().
On the other hand, Lih € C,,, hence
Ly w(Lih) = alyh — (v, VLih) > a(l —v)Lih(x).
Accordingly,
oo (Lo = L)) < Moz a™ (1= v) " grller [97 ae® + D + a] £oo(Lih).

which satisfies (5.23) provided A is small enough. Hence Theorem 5.17 proves the finite diameter of the
complex cone, and Theorem 5.15 applies.
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6.4. Verification of Condition (O-3).

We can finally check condition (O-3). By the above discussion it follows that, for Ao small enough, and
|A] <Aooy, we have that Theorem 5.15 applies to each Ly » , with complex diameter A¢ < oo uniform in
A, k and n. Moreover, since Cr ; = C, and m; = m = p, the Riemannian volume, for each £, we are in the
setting of Section 5.3 with kK = k = ée’a K the constant from (O-2) and Ly = Ly, »,,. We can then apply
Lemma 5.20 to obtain (O-3) with ag jx = o j, hejx = hij and lg j x = £y, as defined in Section 5.3.

By definition 5 ;(1) = 1 and m(hg,jx) = 1. Note that this normalization is compatible with that
required in (O-3) since m(hy ;) = [ hijr. Moreover, oy ;x| < 1 and || ]l < V2/k, [l jall’ < V2 by
Lemma 5.19. Note that all these bounds are independent of n.

Then since condition (b) of Section 5.3 holds with K = 1, Lemma 5.20 implies that the property (2.15)
of (0-3) holds with K = 2(1+‘[) Ac, 6 = tanh(Ac/4) and ¢ = —log¥.

Since we have already verlﬁed the hypotheses of Theorem 5.17, conditions (d) a d (e) of Section 5.4 are
satisfied. Thus the final claim that there exists K > 0 such that [ j\(hj;2)| > K~ ! forall 0 <1< j <
k < n, follows immediately from Lemma 5.21.

6.5. Central Limit Theorem and Variance for Sequential Expanding Maps.
We have verified hypotheses (C-1)-(C-4) and (O-1)-(0-3). Thus Theorem 2.7 and Corollary 2.9 apply to
the setting of sequential expanding maps. Hence, Theorem 2.1 follows.

As mentioned in Section 2.1, Theorem 2.1 is conditional on the growth of ¢,. To find conditions implying
that the variance grows sufficiently fast, in the abstract sequential case setting, is nonobvious. Here, we
provide a partial answer for the case at hand.

To simplify matters, we assume that the maps and observables appearing in the sequence all belong to a
finite set?!

F={fi}5 )\:infinf”(Dmfj)_lH_l >1
G ={g;};-, c C'(M,R).

For any given sequences w/, w9 € {1,..., N} we set f;, = for ge = Gust -

k
The maps F satisfy specification: for each e, L > 0, there exists Dx(e, L) such that for each set of intervals
Jr = {ag,...,ap + L}, such that a1 —ax — L > Dg(e, L), and points x € M, there exists z € M such
that

|farti o0 fo(2) = fapri oo fau(z)] S e,
forall ke Nand i € {0,...,L —1}.
The main result in this section is the following criterion. See Lemma 6.6 for a quantitative version.

Proposition 6.1. Let Inp € CY(M). If there exists a € (0,1) and L € N such that for each sequence

W= {(w},w?)}E, there exists a point x5 such that **
L — —
Z 2(fur 00 fuy(a@)) > al
here e<—° 4 L= Dr(e, Lymax]|g;|
where € < ——————  an > —Dx(e, L) max||g;]|co-
4sup; || Dgjl|co a i

then there exists B > 0 such that o2 = E(S2) > Bn.

The rest of the section is devoted to the proof of the above Proposition. But first, it is appropriate to
discuss its relevance and generality.

Remark 6.2. For simplicity, in Proposition 6.1, we assume that Inp € C'. This is done so that p belongs
to a real cone Cy, as defined in Section 6.1. The interested reader can generalize to the case p € C1, p >0,
since then there exists a kg € N such that Ly --- Lop € Cq, for all k > k.

21The finiteness allows us to obtain a condition that can be checked on a finite number of finite time trajectories; otherwise
some type of compactness seems to be needed.
22For the definition of Jw,; see equation (2.1).
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Remark 6.3. Note that in the case of a single dynamical system and a single observable (that is fi = f,
and g, = g, a zero average observable), the usual condition for the linear growth of the variance is that there
exists a periodic orbit {p, f(p),..., f1" (p)}, fi(p) = p, such that* Zz;ég(fk(p)) > b, for some b > 0.%*
This implies the condition in Proposition 6.1. To see it choose uy to be the invariant measure of f, so g = g.
Then, setting L = Kq, K € N,

L q
o - b

S g(f T ) =K g(f ' (p) = Kb=L- =:aL.

i=1 i=1 q
Accordingly, the conditions of Proposition 6.1 are satisfied with the choice x,, = p. This shows that Propo-
sition 0.1 is a natural generalization to the sequential case of the usual condition. It remains to see if the
condition is explicitly checkable; this is verified in Corollary 6.4, although it is unclear if our condition can
be reduced to checking that the observables are mot coboundaries w.r.t. some dynamics.

Note that, by equation (6.11), ||x|lcoc < 2||gk|lco- Moreover, the £ have a uniform spectral gap. Hence,
there exists a computable A > 0, v € (0, 1) such that, for all S € N and k € N,

< Av®

/ gLlr—1-Lop —Vs.k
M

(6.7) ,
Vs = 7/ 9kLr—1 " Lax{k—s,0}1-
fMl M

Corollary 6.4. There exist computable constants k,b, Ly > 0 such that, if for some L > Ly and each
sequence @ = {w},w2}L ), there exists a point vz such that

L
(68) Zgwf(ﬁ%Ll O"'Ofw},(ww)) > QKJIHL,
=1

where g = g, — vs,x and S = bln L, then the hypothesis of Proposition 6.1 are verified. Thus, there ezists
B > 0 such that J?L > Bn.

Proof. Let a = /{%. We use (6.7): if b > —1/Inv, then AvS < a for all L larger than some computable
Lo, and

L
Zgw?(fwilil ©---0 fw(l] (‘rm)) > aL.
1=1

Set T’ = sup; max{||Dg;||oc, 2||gj]loc } and choose e = . Then Proposition 6.1 applies if

D Lr
(6.9) L> ﬁ
a
By Lemma 6.6, there exists a computable ¢, > 0 such that we can choose Dz (e, L) = ¢, Ina~!. Consequently,

equation (6.9) is satisfied if, for L > Ly,

1> c*lna_lf_ 1 L cI'InL —InlnL —Ink
o kIn L

- al C*FnlnL In K InL
which is satisfied if K = ¢,I. O

Note that condition (6.8) is checkable by trial and error. This is similar to the problem of finding a
periodic orbit with non-zero average in the nonsequential case (see Remark 6.3).

To prove Proposition 6.1, we will use a martingale decomposition, similar to [15], but we must first
introduce some notation. Let
(610) hk = ,Ckfl ce ,C()p

23Possibly substituting —g for g.
24\Which implies that g is not a coboundary.
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and Ek(g) = h,;ilﬁk(hkg). Note that Zk . Zi(g) = h,;ilﬁk -+~ L;(hig), moreover Ekl = 1. Also, recalling
(2.8),

(6.11) 9k = gk _/ kL1 Lop
M

We would like to find ¢, Y, € C' such that

Jk = Or410 fo — Ok + Vi
(6.12) $o=0
EkYk =0.

This decomposition would imply,
Lrgr = r+1 — Ly -

With this motivation, let us define ¢¢9 = 0 and for each k& > 1,
(6.13) or = ZEkA e Ejﬁja
and set Yy = gr — @11 © fx + ¢r. Then indeed,

—L Yy = Ly, [dr410 fr — o6 — i) = [Ek a Zj?]j} - Ly - - Aj.@j — Ligr = 0.

k
§=0 §=0
Note that, by usual arguments, there exists C > 0 such that

||¢k||C1 < O*) ”Yk”Cl < C*

6.14
(6.14) Col<h, <0,

Let S, = ZZ;& G5 © fe_10---0 fo. We want to compute®’

n—1
]E(Sfl):IE [¢n+1ofno"'of0+zykofk—1O"'Ofo

k=0

Note that, recalling (6.10) and also (6.12), for all k < n,

E(¢n+1ofno--~ofo-ykofk71o~-~ofo>=/¢n+lofno~-~ofk-Yk-ﬁkfl---copdx
:/¢n+1ofn0"'ofk'ykhkdx

= /¢n+1 o fno--0 frr1 - hryr 'Zk(Yk)dJU:O

25As usual, by E(¢) we mean Jap o(x) pda.
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Accordingly, recalling (6.14) and (6.12),

n—1 2
E(SZ) E(¢n+1Ofno"'0f0+ZYkOfk_lo'~'of0‘|
k=0
2
E(ZYkofklo o fo +0(1)
n—1
(6.15) =) E(mYy) +2ZE(hiYkofkflo'”ofiYi)+O(1)

k=0 k>i
n—1

(]

E (hY2) +2 3 B (hYilys -+ £:Y;) + O(1)

k>i

1T
= O

E (hY?) + O(1).

>
Il
o

Next, we want to connect the growth of S,, along a single orbit with the growth of its L? norm.

Lemma 6.5. There exists B > 0 such that if, for some p € M, |S,(p)| > 34An*, o > g—ié, then we have
E(SEL) > Ad+2gp(d+2)a—d-1

Proof. Equation (6.12) allows us to write

n—1

1S (p)| = |¢nt10 fro--0 fop) + Y Yeo fr10---0 folp)

n—1
< Z |Yi| o fr—10---0 fo(p) + O(1).

k=0

Note that, for each ¢ € M, |Yi(2)| > |Yi(q)| — Cilx — ¢|. If follows that, for all z e {y e M : |y —¢q| <
Vi (q)|/(2C,)}, one has |Yi(z)| > 3|Yi(g)|- Thus, recalling (6.14),

E(hY?) = O E(Y2) > ca|Yi| "2 0 fe_1 0+ 0 fo(p),

for some constant c¢g. Let J,, = {k € {0,...,n—1} : |[Yi]o fyx_10---0 fo(p) > An~1+2} then using (6.15),

« n(d+1)(1ia) d+2 «
3An S‘Sn(p”ﬁw Z [Y|“" 0 fy—1 00 fo(p) + An* + O(1)
k€T,
pld+D)(1—a) 71 pld+D(A—a)

,ATICCZ (52)+An +O( (d+1)(1- a)-i-l)
k=0

For n large enough we have An® + O(n(@+D1=%) 1 1) < 24n®, consequently

Ad+1
2 a
E(S3) = n(d+1)(1—a) An

from which the lemma follows. O

Proof of Proposition 6.1. Let D := Dx(e,L). For any wf,w9 € {1,... NN} et f, = f, / and
Ik = Gu? and r, = k(L + D). We can assume, without loss of generality, that n > L + 1. By hypothesm
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there exists p € M such that

lz¥s) L1 D
Sp(p) = ];) ; Gri+it1(frpvio -0 fo(p)) — [L—i—D + 1} Sljl_P 19;llco
I.LiDJ L-1
R eLn _ 2nD _
> 2 ; rivier (Friwi 00 fr(21) = 7 P [Dgjllco — I+ D 19l co
aln aln anlL
> — — > —n.
“L+D 4L+D) 4L+D) 2
We can then apply Lemma 6.5 with « = 1, which proves the proposition for B small enough. (|

It remains to discuss the Lemma used to obtain Corollary 6.4.

Lemma 6.6. There exists g € (0,1) such that, for all e < gg, we can choose Dx(e,L) = inf{n € N
eA™ > diam(M)}.

Proof. Set € so that all the maps fj are locally invertible on balls of size y. For e < ¢, consider the set

Ak:{yEM : |fak+io"'of¢llc(y)_fak+io"'ofak(xk)| S{:‘,OSZSL—].}
Then fq,+1-10--0 fq,(Ax) is a ball of radius . Accordingly,

fakJrD]:(E,L) ©---0 fak (Ak) = M'

Thus fo,+Dr(e,0) © - © far (Ar) D Agq1. Taking the intersection of the preimages of the Ay, we have a
nested sequence of closed sets and we can choose as z any point in the intersection. (Il

7. APPLICATION: SEQUENTIAL BILLIARD MAPS

In this section, we show that Theorems 2.6 and 2.7 apply to sequential billiards as described in [9]. Our
strategy will be to define real and complex cones on which the relevant operators act as strict contractions,
and so apply the theorems of Section 5 to verify conditions (O-1)-(0-3). We begin by recalling the setting
of [9].

Fixing constants K € N and ¢; > 0, i = 1,... K, we consider billiard configurations in T? = R?/Z?
formed by placing K scatterers B; having C® boundaries and with arclengths given by ¢; and curvatures
K > 0. We denote such a billiard table by @ = T? \ U;B;. The billiard map 7T is defined by the motion
of a point particle undergoing elastic collisions at the boundaries and traveling with unit speed in straight
lines between collisions. We adopt the standard collision coordinates, = (r,¢), where r is the arclength
coordinate on 9@ and ¢ is the angle made by the post-collision velocity with the normal to the boundary.
Thus the phase space for T is given by M = UX | I; x [~%, 5], where for each i, I; = [0,/;]/ ~ is an interval
of length ¢; with endpoints identified. Since we have fixed K and ¢;, M is the same for each such table Q.

Let Kmin(Q) < Kmax(Q) denote the minimum and maximum curvatures of scatterers in the table @, and
let Tmin(Q) < Tmax(Q) denote the minimum and maximum distances between consecutive collisions.

These scatterer configurations are subject to the following three constraints: Fix 7, C, Ex > 0. Then for
each configuration @, we assume: 7, < Tiin(Q) < Tmax(Q) < 771, K < Kuin(Q) < Kinax(Q) < K71, the
C? norm of 9Q is at most E,. Let O(74, Ky, E,) denote the set of billiard tables with K scatterers satisfying
these conditions and let F (7., Ky, Ey) denote the corresponding set of billiard maps. As noted above, each
T € F(7«, K4, E.) acts on the same phase space M.

Fixing these constants ensures that maps in F(7., K, E) enjoy the uniform properties listed as (H1)-

(H5) in [9]: a common set of invariant cones in the tangent space, uniform distortion bounds, uniform
growth lemma, etc.
We choose as our reference measure on M, lsgrp := ﬁ cos ¢ drdy, which is preserved by each T €

F (74, Ky, E,). The associated transfer operator Lr acting on measurable functions is defined by,
Lrh=hoT .
In order to generate sufficient hyperbolicity to strictly contract the cones C. 4 r(d) defined in Section 7.1

below, we require a notion of distance in Q(7«, K., E,). For a table Q € Q(7., Ky, E,), the boundary 9B;
of each scatterer can be parametrized according to arclength by a function u; g, where 6 € [0, ¢;) represents
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the tagged point in AB; where the parametrization begins. Given two tables Q,Q € (1, Ky, Ex) with
respective parametrizations w; g, 0, let IIx denote the set of permutations 7 on {1,..., K} satisfying
Cr(i) = £;. Define the distance,

K
d = min min Zu — U (s ) .
(QvQ) relly 0€[0.0;) 4 1| 7,0 Tr(z),0|02(11,R2)
1=

For Qo € Q(7«,Ks, Ey) and € < %min{T*,lC*}, define

Q(QO; E*a E) = {Q S Q(T*/QvK:*/QvE*) : d(Q7 QO) < E}'
Let F(Qo, E;€) denote the corresponding set of billiard maps.

Definition 7.1. Fiz Q) € Q(7.,Ks, E.), € > 0 from [9, Lemma 6.6(b)] and Nz € N from [9, Theorem 2.3].
We define each of our maps fi, (in the notation of Section 2) by fr = Tn, o---oT, where Tj € F(Qx, Ex;€).

With this definition of fi, the sequence fro = fr—10---0 fo is necessarily an N r-admissible sequence in
the terminology of [9, Definition 2.4].

Note that each fi is comprised of a collection of Nz billiard maps all of which are close with respect to
the distance d, but the maps comprising fx,1 are not necessarily close to the maps comprising f.%°

In the notation of Section 2 then, we have My = M, pur = psrs, while fr, = T, o--- 0 Tp, and
Ly = Lry_ - Lr,, where Tj € F(Qx, Es;¢€) as in Definition 7.1.

7.1. Definition and Contraction of the Real Cone Cr = C, 4,1(9).
Next, we must define precisely the cone of functions constructed in [9] which is strictly contracted by L.
According to [9, Section 3.1], there exist stable and unstable cones C* and C™ in the tangent space of
M (not to be confused with the projective cones of functions defined below), that are strictly contracted
by DT~! and DT, respectively, for all T € F(7., K, E,). For fixed ko € N, define the usual homogeneity
strips,
Hyp ={(r,p) e M:(k+1)2<|£Z —¢| <k 2}, forall k> ko.

For convenience, label Hy = M\ Ujz>x,Hz. We say a C' curve W C M is stable or cone-stable if its tangent
vector at each point lies in C*. We call it homogeneous if it lies in a single homogeneity strip.

Let W# denote the set of homogeneous cone-stable curves whose curvature is bounded by By > 0. We
choose By so that T=*W?* Cc W for all T € F(7., K., E.).

Since we will subdivide curves when they cross 0Hy, we will refer to the extended singularity sets for T°
(respectively T71) as Sf' = 8o U T~ (So Ujk|>k, OHy) (respectively SE; = Sy U T(So Uk, OHi)), where
So ={(r,¢) e M : o = £7/2}.

For o € (0,1], a > 1 and W € W?, we define the following cone of test functions, following [9, Section 4.1].
Let d(-,-) define distance on W induced by arclength.

Doo(W) := {w e CO(W): ¢ >0, (@) < ead(ww“}
’ ¥(y)

To define the cone for Ly, we shall need a notion of distance between stable curves. To this end, we view

each W € W? as the graph of a C? function of the 7 coordinate,

(7.1) W ={Gw(r) = (r,ow(r)) :r € Iw}.
For W1, W2 e W# if W! and W? lie in the same homogeneity strip with | Iy N Iy2| > 0, define the distance
between them by
dys (W, W?) = |y — ewzlcr(1y1n1y.) + Hwr A Tyyz|.
Otherwise, define dyys (W', W?) = co. Although dyy- is not a metric, it is sufficient for our needs.

When dyys (W1, W?2) < oo, we will also need to measure a distance between test functions. For § < « as
defined below and v; € D, g(W*), define,

de (Y1, 92) = |1 0 Gy |Gy || = 12 0 G2 || G|

)
Cﬂ(lwlﬁfwz)

26The notion of N r-admissible sequence can also be simplified by choosing fi = T,iv]:, where Ty, € F(7«, K+, Ex), i.e. simply
requiring N iterates of the same map before changing to a different (but not necessarily close) map.
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where |Gy || = /1 + (dpw /dr)?.
For a given length scale §, define
W2(6) ={W eW?*:|W| <25} and W?*(0) ={W e W*:|W]| € [§,26]}.

Next, let A, denote the set of functions on M whose restriction to each W € W? is integrable with respect
to the arclength measure dmyy. Define,

hy dm
Moy = sp M dmwl g
wews ) Jy ¥ dmw
$ED, 5(W)
Set Ag = {h € A, : ||h]|T < oo}, and note that || - || defines a seminorm on Ag. Thus identifying two

functions g and h in Ay if [|g — R[] = 0, we define A to be the resulting normed vector space of equivalence
classes. Note that if g ~ h, then g = h almost everywhere with respect to both the Lebesgue measure and

HSRB-
Next, for h € A, define the following two quantities,
Sy ) iy o fw b dmy
(7.2 ol = sup At oy e Detedie
wewss) Jw ¥ dmw wews(5) [y ¥ dmw
YEDq,g(W) YEDaq,p(W)

Denote the average value of 1) on W by f;,, ¥ dmy = Wll Ji ¥ dmyy . Since all of our integrals on W € W*
will be taken with respect to the arc-length dmyy, to keep our notation concise, we will drop the measure
from our integral notation in the following.

For exponents, «, 3,7, ¢ € (0,1) and constants a,c, A, L > 1, § > 0, we define the cone

Conp(0) = {h e A\ {0} :

(7.3) Al < LAl _;
h
(7.4) sup sup |W|—qM < ASY9|n)|_;
WEW? (6) $€Dq, 5 (W) fw ¥

VWL W2 e WE(8) : dys (W W?) < 5,Y0; € Dy (W)t du(h1,12) = 0,
fwl hwl o fwz th
le wl JCWZ wQ

Let 6o be small enough so that [9, eq. (3.8)] holds true. Next, we assume the parameters of the cone satisfy
the constraints detailed in [9, Section 5.3]. In particular

q€(0,1/2), 0<pB<a<1/3, ~<min{a-p3q}
36 < 5o, €®200)” <2 4ACHS < 5o/4, > 1609

(7.5)

< dyys (W W2)7 6 e AR - }

(7.6)

where Cy > 1 is defined in [0, Lemm 3.3] and C, := \/1 + (Kit + 712 is the maximum slope of cone-stable
curves in W#. The fundamental property of the above cone is the following.

Theorem 7.2. [9, Theorem 6.12] Fix constants ¢, L and A salisfying the conditions of [9, Section 5.3].
Then there exists 6. > 0 such that for all § € (0,6.) there exists Ny = Nx(0) and ¢ > 0 such that
ETN]: < L (Ceoan(8)) C Ceoarn(6) with uniformly finite diameter in C. a,r(6) for all choices of Q) €
Q(T*JC*,E*) with Tj S ‘F(Qk,E*;€), j=1,...,Nr.

Since all the parameters are fixed from here forward, to simplify notation and to match notation with
Section 5, we will refer to C. 4,1,() simply as Cr in what follows.

7.2. Conditions (C-1)-(C-4).
Having defined the cone we can now check the conditions on the dynamics.

Proposition 7.3. Fiz 7., K., Ex > 0, and let F(7«, K+, Eyx) be as defined above. Then conditions (C-1)-(C-4)
of Section 2 hold with My = M, pr = pisrp, Cr = Ce.a,1.(0) and fr =Tn, 0---0Th, T; € F(Qg, Es;e€).
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Proof. Remark that since Cy, = C. 4.1 (9) is the same for all k, then || - ||x = || - || is independent of k.

Condition (C-1) follows from [9, Remark 7.2], while Condition (C-2) follows from [9, Theorems 6.12 and
6.13].

Condition (C-3) instead follows from the beginning of the proof of [9, Lemma 8.15] where e is chosen to
be the constant function 1.

To prove condition (C-4) note that by choice of our reference measure, we have £;1 = 1. Hence,

—lhlle = —[[hllLxe < Lih < [[A]|Lre = [|h]le
which implies ||[Lih|| < ||k||, which proves (C-4) with C, = 1. O

Before introducing the observables for which we will prove the CLT and verifying conditions (O-1)-(O-3),
we need to present a description of the cone adapted to the theory developed in Section 5.

7.3. Alternative Description of the Cone Cg.

So that our notation for the cone Cg coincides with the formulation in Section 5, we present the following
equivalent description of Ck in terms of the positivity of a set of linear functionals. With the parameters
a,a, B,7,q,¢, A, L, § fixed as above, define a corresponding set of linear functionals S on A as follows:

fwl h¢1 fw2 h¢2

7.7 Oy w2y o1 (B , WEeWs(8),1; € Do p(W?).
(7.7) WL W2 s, (R) = le o Toats (9) s(W?)
o hibo o J B
7.8 Oyt w2 h) = A6t~ o Jwo Mo + Wt
( ) Wi w ,wl,wz,q,i( ) fwo wO | | le 1/)1
WY e Wi(5), W € W2 (8),4; € Dy g(W).
1 2 1— 1— fWo hpo
(79) €W07W1,WQ,wO;wlxw%’Yyi(h) dW (W W )7(5 R A6 q
fWO ¢0
W s e W2y ]
fwl ¢1 fwl ¢2

WO € W3(6),%0 € Dag(WO), WL W2 € W2 (68),4; € Dao (W),
dWS(W17W2) S 67 d*('(/)17,(/}2) =0.

Let S denote the collection of all such linear functionals as W* and 1; range over the stated sets of stable
curves and test functions.

Lemma 7.4. Let S be as defined above. Then,
Cr ={h e A\ {0} : £(h) >0,V € S}.

Proof. The equivalences between the three classes of linear functionals defined in (7.7)-(7.9) and the three
cone conditions (7.3)-(7.5) is immediate.

Consider, for example, (7.3). If [|h[|, < L[|A[|_, then by definition of || - || and || - [|_ it follows that
Uyt w2 gy e, (R) > 0 for all W W2 € W3 (5) and ¢; € Dy 5(W?). On the other hand if fy1 w2y, 4,1 (R) >
0 for all such W' and 4;, then it follows that

h h
I inf le 1/11 sup M,
wlews ) le 1/11 W2ews (5) fW2 P2
Y1€Da, s (W $2€Da,(W?)

which is precisely (7.3).
The other conditions are similarly parallel, with (7.4) corresponding to the set of functionals in (7.8) and
(7.5) corresponding to the set of functionals in (7.9). O

We now define the norm ||h| precisely as in (5.4), letting @ = 1. Then Bg is the completion of A in this
norm, It follows that S C Bg.
Finally, following (5.7) we define the larger cone Cg D Cg by

Cr={heBr\{0}:£(h)>0,VleS}.
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7.4. Introduction of Observables and Some Basic Properties.

Although we work with sequential maps of the form fi = T, o--- 0Ty, T; € F(Qk, Es;€) according to
Proposition 7.3, we would like to prove the Central Limit Theorem for observables sampled at each billiard
collision rather than at each Nz collisions. To this end, we will work with observables of the form

Nr—1
(7.10) gk = Z grjoTjo---oln,
=0

where each g ; € C*(M),%” with a € (0,1/3) from the definition of Cg, and with | jlce < K for some
K>0andallkeN, j < Nr—1.
For this class of observables, we will prove (O-1) in several steps. The first step is the following Lemma,

whose proof is postponed to Section 7.10.
Lemma 7.5. There exists Cy > 0 such that for all g € C*(M) and h € Cg, ||gh| < Colglc=|Ihl|_. In
particular, setting Cy, = ¢+ 8C? + 4(c + 276710a) + 857 + 1203(2/0)%71, if

A > Edglea IRl with
(7.11) = _ oy S BT2D)L(+2a) (5+20)A(1+2a) C. + 2cA(L+2a)L

- L-1 ’ A—21-a cA —2C, ’

then A + gh € Cr and so ||gh|] < A.
Remark 7.6. Note that if A >0, h € Cgr and A — h € Cg, then necessarily,
A—h h
fw( )1/) -0 N A > fW 0 7
Jw ¥ Jw ¥
for each W € W*(0) and ¢ € D, g(W). Taking the supremum over W and 1, we conclude that [|h|| > || A]| ..

On the other hand, according to Lemma 7.5 with g = 1, ||h|| < Col|h||_. Thus for h € Cr, the two
quantities are equivalent, i.e.

IR0 < Al < (2] < CollAl_ -

Corollary 7.7. If h € Bg and g € C*(M), then gh € Br and ||gh|| < 3Cy|g|ce||h||, where Cy > 0 from
Lemma 7.5 is independent of g and h.

Proof. For h € Br, h # 0, by (5.4), h + ||h||, ||h|| € Cr U {0} (recalling that in the present setting e = 1).
Then writing gh = g(h + ||h||) — g|/k| implies

llghll < llg(h + [RIDI + llgllRl ] < Colglea [k + 1Al | + Colglc=|A]|

where we have used the fact that ||1]] = 1 and applied Lemma 7.5 twice. O

ca

Remark 7.8. Theorem 7.2 provides a bound on the norm only for sequences of operators of length Nx. To
obtain finer information (for example, a CLT for observables sampled at each billiard collision rather than
sampled once every Nz collisions) requires us to estimate uniformly the norms of the operators Lt for each
T € F(7s,Ks, Ey). Note that this does not follow from [9]. In fact, the estimates in [9] cannot even be used
to prove that L € L(Bg, Br).

The issue pointed out in Remark 7.8 is solved by the next Proposition proven in Section 7.11.
Proposition 7.9. There exists Cp, > 0 such that for allT € F (7., Ks, Ex) and all h € Bg, ||Lrh| < CL||A].

7.5. Verification of Hypothesis (O-1).
To verify (O-1), we begin with j = 1. We must bound the norm of L;(grh) for h € Bg. Since L =
Lry, -+ L7, we have

Nr—1 Nr—1
Li(geh) = > Li(GrjoTio--oTi-h)= Y Lry - L, (GkiLr, - Lrh).
=0 =0

lg(z)—g(y)|

27We use the norm |g|ca = ||glleo + SUPy y ity e

, so that C'® is a Banach algebra.
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Using the triangle inequality and applying Proposition 7.9 Nx — j times to the jth term yields,
Nz—1
ILk(gem) < D2 Cp7 7 lgriLr, - Ly
j=0
Nz—1
< Y Cr73Colgisloxlh] < 3NFCL7 CoK ||,
j=0

(7.12)

where we have applied Corollary 7.7 followed by Proposition 7.9 again in the second line. This proves (O-1)
for j = 1 with K = 3NzCY* Co K.
For j = 2, we proceed similarly. Now,

Nr—1
gi=Y_ Grjoljo-oTi gpioTio T}
i,7=0
Nr—1 Nre—1j-1
= > GijoTjo-oTi+2 > > grjoTjo---0Ty-gpioTio--Ty.
j=0 j=1 i=0

Multiplying by h and applying Ly = ETNF -+ Ly yields,

Nr—1

Li(grh) = > Loy, - Loy (G0 Lr, - L1yh)
=0

Nr—1j-1

+2 Z Z ETN]: o ETj+1 (gk;j‘CTj T ‘CTi+1 (gk,i‘CTi T £T1 h)) :

j=1 i=0
And applying Lemma 7.5 and Proposition 7.9 and Corollary 7.7 as in (7.12) yields,
|1L1(g2h)|| < NrpCL73CoK>(|h]| + Ne(NF — 1)CL7ICE K ||h|| < 9CFNEK*CL7 ||hll,
where we have used the fact that |§,%7j|ca < |gk,j|%«. This proves (O-1) for j = 2 since the constant is < K2.
For j = 3 the process is similar, using the fact that

Nr—1

92: Z gk,éOTEO"'OTl'gk,joﬂo"'OTl'gk,iOTiO"'Tl-
1,7,6=0

Then estimating precisely as in the case j = 2, we obtain,
ILk(gih)|l < NE2TCEKC 7 IR,
which is the required estimate for j = 3. The same strategy works for any j € N, completing the verification

of (O-1) with jo = occ.

7.6. Contraction of the Complex Cone Cc.
With Bg and Cg defined as in Section 7.3, we proceed to define their complexifications B¢ and C¢ precisely
as in Section 5, specifically Definition 5.3.

In light of Remark 7.6, we define

(7.13) m(h) := / hdusrs for h € Cr.
M
By [0, Remark 7.2], there exists C' > 1 such that
(7.14) CHIRNIZ < m(h) < Ol
and since || - ||| _ is equivalent to || - || by Remark 7.6, m extends to a linear functional on Cg and thus to Bg

and Bc. Indeed, disintegrating usrs as in the proof of [9, Lemma 7.1] it follows that m € S,, where, as in
Section 5 (see definition (5.6)), S. denotes the weak-* closure of the convex hull of {M : A € R, ¢ € S}.
Now m(1) = 1 and combining (7.14) with Remark 7.6 implies that m satisfies (5.6) and therefore (5.11)
with kK = 00—16771'
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For fixed n € N, and j < k < n, A > 0, define the complex operators L » and their concatenations as in
(3.7),%
L = Le(€X7n 9h), Loin =Ly L0 D=y 9molmip).

The main result of this section is the following.

Theorem 7.10. Let F (7., Ky, Ey) and fr, = Tn, o --- 0Ty be as in Proposition 7.3. Let Cg be as defined in
(7.3)-(7.5) and Lemma 7.4, and let Cc be its complezification as in Definition 5.3 with associated projective
metric d¢c as in (5.14).

There exists Ao > 0 such that for all k,n € N, k <n, and all X\ € R such that |Xo, ' < Ao, Li.x(Cc) C Cc
and diams, (L 2 (Cc)) =: A¢ < 0.

Proof. We will apply Theorem 5.17 to the operators Lj . First, by Proposition 7.3, the real transfer
operators Ly, satisfy £ € L(Br) and diamp (£L(Cr)) := Agr < co. Moreover, Lemma 7.5 with g = 1 implies
that @ = 1 satisfies (5.3), while (7.14) and Remark 7.6 imply that m(-) = ugrp(-) satisfies (5.6).

Next, for h € Bg,

(7.15) Lirh = Lp(e?7n 9% 1) = Ly(cos(Aoy; ' gi)h) + iLy(sin(Ao, L gi)R) .
Then temporarily labelling t = Ao, ! for brevity, we can write,
cos(t(gr,1 0 T1 + Gr,0)) = cos(tgr.1) © Th cos(tgr,0) + sin(tge,1) o T1 sin(tgr o) ,

so that inductively, using Corollary 7.7 and estimating as in (7.12), it follows that Ly  defines a bounded
operator on B¢ by Lemma 2.5.

It remains to verify condition (5.23) of Theorem 5.17. We will do this via Lemma 5.18, which implies
(5.23). Recalling (7.15), Lemma 5.18 with a(h) = Ly (cos(Ao;, 1gr)h) and b(h) = L (sin(A\o,, tgr)h) follows
immediately from the following lemma.

Lemma 7.11. Let g be as in (7.10). For all e > 0 there exists to > 0 such that for all h € Cg, all fi, and
all t € (—to,to),
Lileh £ 2h(1 — cos(tgr))] € Cr,
Ek[(—:h + 2h sin(tgk)} €Cr.
Proof of Lemma 7.11. Let ¢y = 2(1 — cos(tgy)) and let h € Cg. First we claim that
(7.16) Li(Yih) € By and || Ly(¢eh)]| < ClE[[AI],
for some C' > 0 independent of ¢, k and h.
To prove the claim, expand cos(tgy) using (7.10) to obtain,

Nr—1
(7.17) cos(tgy) = H cos(tgr,; o Tjo---oTy)+ Py(t),
3=0
where Pj(t) is a polynomial of degree Nr in terms involving cos(tgy ;) and sin(tgx ;). Indeed, every term in
Py (t) has at least one factor of the form sin(tgy ;0o Tj o --- o Th).
First we estimate the leading term of Ly (t1h),

Nr—1
(- T e 1)) - a(1 -t
(7.18) N ¢
+ Z Ek(HCOS(tgk,j oTjo--- oTy) — H COS(tgk,j oTjo--- oTl))h).
=1 =0 J=0

By Lemma 7.5 and Proposition (7.9),
125 (1 = cos(tgn0))h) || < C77 Coll = cos(tdu,o) o=k < C'lt]||R] -

28Recall that £, = Lry, Ly
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Next, for each ¢, using that L7,1 =1,

£—1 )4
Lk(H cos(tggjoTjo---oTy) — H cos(tgyjoTjo -0 Tl))h)
j=0 §=0
-1
(719) = ﬁk ((1 - COS(tgkl o Tg o-+-0 Tl) H COS(tng o Tj o-+-0 Tl)h)
3=0

= ETN}. cee £T[+1 ((1 — COS(tghg))ﬁTe(COS(tgkvg_l)

x Lr,_, (cos(tgk,g_g) Loy (cos(tgk)o)h)))).
Again using Lemma 7.5 and Proposition (7.9), the norm of this expression is bounded by
Civ]:_g_lco‘l — COS(tgk,z”Ca ||£Te (COS(tgkz}Zfl)ETg_l ( e ‘C’Tl ( COS(tgho)h))) H
< Cp7 Cg KL = cos(tgne) o=l < C"[¢]|hl] -
Combining these estimates in (7.18) and using the triangle inequality proves the required bound for the
leading term of Lj(y:h) from (7.17). According to (7.17), the remaining terms of Ly (¢1h) are given by
L (Pr(t)h). These terms can be estimated in a similar manner as the product of cosines. Since each term of

Ly (P (t)h) contains one factor of the form sin(tgy ;) and |sin(tg ;)|ce = O(|t]), the claim (7.16) is proved.
Since Ly (¢:h) € Bg, there exists Fy € RT with E; < C|t|||h||_ such that E; + L (11h) € Cg. Then,
Li(eh & hy) = Li(eh — By) + By + Li(hapy) = e(Lyh — e YEy) + Ey £ Li.(hay)
where we have used that £51 = 1. The second term is an element of Cg by choice of E;.
For the first term, we use a stronger fact: that diampg(Lr(Cr)) < Agr < co. In fact, by [9, Prop. 6.13]
for h € Cr, we have o(1, Lih) > wﬂwkhm_, where A is the cone parameter from (7.4) and x < 1 is the

A+1
contraction in cone parameters.
It follows that

E E E 1-x)A
coh— Bt cce it Bt oa(t,uh), which is implied by 2t < UZX0Au 0 b
€ € € A+1
By choice of F; and [9, Lemma 5.4], E; < C[t|||h]|_ < 2C[t|||Lxh||_, so the above condition is satisfied if
(1-x)A
t — .
< e5c@+ 1

Taking this as our value of ¢ty proves the first statement of the lemma.

Similarly, setting v, = 2sin(tgy), we can expand 2sin(tgy) = Pg(t) where Py(t) is a polynomial in
sin(tgy,; o Tjo---0Ty) and cos(tgy joTjo---oTy) and each term of Py(t) has a factor of the form sin(tgy ; o
Tjo---oTy). Then estimating as in (7.19), and using the fact that |sin(tgr ;)|ce = O(|t]), we conclude,

Li(dih) € Br and [|Lk(¢eh)]| < Clel|R]l,

for some C > 0 independent of ¢, k and k. From this point, the same proof with zﬁt replacing v, yields the
second statement of the lemma. O

Fixing ¢ < 4;\2/56*2AR, let tg > 0 be from Lemma 7.11. Set A\ = tg. Then for all A € R such that

Moyt < o, setting t = Ao, !, we have |t| <ty so that Lemma 7.11 implies that Lemma 5.18 and therefore
(5.23) holds for £y ». This completes the proof of the theorem. O

7.7. Verification of (O-2) and (O-3).

Throughout this section, we assume || < Ago,, where Ag is from Theorem 7.10. From our choices of e, = 1,
my(h) = [,, hdpusrs, property (a) of Section 5.3 holds with & = x = Cy'C~! from Section 7.6. Moreover,
property (b) of Section 5.3 is trivially satisfied with K = 1, and property (c) follows from Theorem 7.10 with
Li = Lin-

Hence setting o j» = ak j, hrjn = by j and £y j x = £ 5, Lemma 5.19 implies

V2
1R jall < == [kl < V2
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while |ay j a| <1, by the invariance of the SRB measure. This implies,
2
1€k skl < —[All,

which verifies (O-2) with K = 2/k.
Condition (O-3) is verified exactly as in Section 6.4 since Theorem 7.10 implies that Theorem 5.15 applies
to the operators Ly » p.

7.8. Central Limit Theorem for Sequential Dispersing Billiards. We collect our previous results
on the contraction of the relevant operators in order to state the culminating Central Limit Theorem for
sequential dispersing billiards. This is essentially a restatement of Theorem 2.2, but now all the relevant
objects have been properly defined.

Theorem 7.12. Fiz 7,,K., E. > 0 and let F(7., Ky, Ex) be the associated family of billiard maps. Let
p € Cr, [ pdusgs = 1. For a sequence of observables (g, ;) as defined in (7.10), choose an Nr-admissible
sequence (T;)ien as defined in Definition 7.1, and define the centered observables Gy as in (2.8). Then,
recalling the distribution function F,(x) from (2.16), for all ¢, € (0,1) there exists C > 0 such that, for all
n € N such that o,, > max{l,c*n1/3 In(n + 1)}, we have

1 ¥ i =
F,(z) — E/ e‘?dy‘ < Co,%(Ino,)*n.

Proof. We have verified hypotheses (C-1)-(C-4) in Section 7.2 and conditions (O-1)-(O-3) in Section 7.7,
accordingly the theorem is an imediate application of Theorem 2.7 and Corollary 2.9. O

The remaining issue is to verify the condition for the growth of the variance.
We start with the following general estimate, recalling hy = Lx_1 -+ - Lop,

o2 = / 1,](2)p()dp

n—1 n—1

Z/ Gk +2> Y /gj j—1 Li(gehe)
k=0 k=0 j=k+1
(720) n—1 n—1 oo n—1 oo
/ l%hk+2ZZ/gJ+k£]+k 1o Lr(Gehe) + > ik
=0 k=0 j=1 k=0 j=n
n—1

/ﬁihk+2Z/Qj+kﬁj+k71"'Ck(ﬁkhk) +0(1),
j=1

E
I

0

where we have used hypotheses (O-1) together with (2.7), with v = e¢. Note that (2.7) applies due to the
centering given by (2.9). In the case of billiards, choosing p = 1 yields hy = 1. Also, for simplicity, we set
dp = dusgrp and choose gy such that fgk =0, thus gr = J&-

Lemma 7.13. If there exists Co > 0 such Co [ 93 > |lgkl|%a, then, for v small enough, we have o2 >
1 n—1
2 Ek:o

Proof. We use condition (O-1) and (2.7) (recall that we have set e~ ¢ = v) to compute
/Qi +2 Z/§j+kﬁj+k—1 o Lrgr = /Qi + 22/£j+k§j+kﬁj+k—1 LGk
j=1 j=1

. = . 6Kv
> [@-2KY 1L Ludnlie > [ & - Tl
j=1

6KCo | [ .
> {1— 1_}/%/9@

The formula (7.20) implies the Lemma. O
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The above Lemma, although effective, is not very satisfactory as it is not easy to check and applies only
if v is small. It would be nice to have the equivalent of Proposition 6.1; unfortunately, it is not clear how to

proceed. It seems natural to introduce a stable foliation, as in [32], but there are some technical problems
that require extra ideas.
In the literature, there are some relevant results only in the random case [12, 13, 14], described in the

next section. For completeness, we show that the random case can be treated also in our setting.

7.9. Variance Growth in the Random Case.
Let Q = AY be a probability space with a measure B,. Assume that P, is shift invariant and ergodic with
respect to the shift and that P.({w; = a}) > 0 for each a € A.

Let {fo}aca be a set of maps of a compact Riemannian manifold M satisfying conditions (C-1)-(C-4)
of Section 2.3 with constants independent of a € A. To simplify the exposition for this calculation of the
variance, we take the manifold M and cone C' to be fixed, while the maps are random. Also, we assume that
the maps f, preserve a common invariant measure pu € B. We define £, to be the transfer operator of f,
with respect to p. This implies in particular that £,1 = 1.

Let {ga}taca C L*(M,R) N B’ be a set of observables satisfying (O-1) with constants uniform for a € A.
Note that in Section 7.5 it is proven that this is true if the f, are billiard maps in the family F(7., K., Ex).
Suppose that, for each a € A,

/ gadp = 0.
M

Let g(w,x) = guw, (z) for each (w,z) €  x M and consider the dynamics F : @ x M — Q x M defined by
(7.21) F(w,z) = (Tw, fu,(x)).

For each w € Q, we have the sequential observables

{goFk}:{gwk 0 fun_s O"'Ofwo}v

hence, for a given w € ), we can write

n—1 n—1
Sn(wm) = Z Yoy, © fUJk—l ©--+0 fwo(x) = Z &° Fk(w’ $)
k=0 k=0
2 _ & 2
7@ = [ a0
M
The reader can check [12, 13, 14] and references therein for a discussion of a similar model (but limited
to expanding maps) and [2] (for the case of toral automorphisms) using a related approach. The following
result is a generalization of [2]; similar ideas can be applied to the case of expanding maps.

Theorem 7.14. P.-a.s. the variance o, either grows linearly or there exists 1& € L*(M) such that g, =
¥ —1po fu for all a € A, and hence o, is uniformly bounded.

Proof. Let 8 : Q2 — R be defined by

(oo}
B(w) =/ giodquQZ/ Iiriw)oLri-1w)o * Lo Juo Ut
M oM

where 7 is the shift. Then by (7.20) (taking p = 1 there), applied to the sequence determined by w € €,

(7.22) or(w) = B(rw) +0(1).

k=0

n

Lemma 7.15. FEither o2 grows linearly P.-a.s. or Ep (02) = O(1).

Proof. Integrating (7.22) yields Ep, (¢2) = nEp, (8) + O(1). It follows, by Birkhoff’s ergodic theorem, that
P, almost surely

1
lim —o? = Ep (B).

n—o0o N

Thus, 02 can grow sublinearly only if Ep (8) = 0, but then Ep, (02) = O(1). O
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Thus, a sublinear growth can happen only if Ep (62) = O(1). If so, consider the annealed measure
P := P, x p and the related expectation E.

The sequence S, is then uniformly bounded in L2(Q x M,P), hence it is weakly-compact. Let 1 €
L?(Q2 x M,P) be an accumulation point. Then, for each ¢ € L?(Q2 x M,P), we have

nj—1

E(py) = lim IE( Z G © for s -owa)

nJ—l
= Jlggo (ﬁwo@ kZ:l Juwy, ofwk—l O Ofw1> +E((Pgwo)
=E (Luop ¥ o1) +E(pgu,) = E(p) o F) + E(Pguy)-

It follows that g, (z) = ¥ (w,z) — ¢ o F(w, z).
Next, let us define ¢(z) = Ep, (¢), § = Ep,_(g) and note that

g(x) =) —Ep, (¢ 0 fu,)-
Furthermore, define
goFk = Gy, © fwp_1 © 0 fuo(T) :1E0Fk—1[)oFk+1+Zk.
Note that
Ep, (Z) | wo, ..., wk) = Zg
Ep, (Zk | wo, ... ,wk—1) =0,

Hence, M,, = Zz;é Zj, is a reverse martingale. It follows that
E(52) =E ([0 F" =+ MyJ?) > E(M2) - 2E([ o F" — JJ) (M)}

Since v € L? it follows that there exists a constant C' > 0 such that, for all n € N,
n—1
C>E(M2) =Y E(Z;) = nE(Z3).
k=0
Thus, it must be that
0= E(Z2) = E(lg + o F — JJ?).
Thatis,ga+1/3—1ﬁ0fa:0foreacha€.,4. (]

Remark 7.16. Note that if the f, are smooth Anosov maps and the observables g, are smooth, then by
Livgic’s theory, see [0], we have that 1[) € CY. Hence, the g, must be continuous coboundaries, a condition
that is checkable. On the contrary, it is not obvious how to check that the g, are not L? coboundaries, so
although the present section applies to billiards, the result is still not totally satisfactory. Nevertheless, our
result is much sharper than the usual one, e.g. see [26, Equation (2.10)] where one has an L? coboundary
only with respect to the map (7.21). A similar result is proven in [2], but limited to Anosov automorphisms.

7.10. Proof of Lemma 7.5.
To estimate ||gh||, we will find A > 0 such that A + gh € Cr. To this end, it will be convenient to estimate

the quantity W# from above and below, where W € W?*(4) and ¢ € D, g(W). For brevity, we will
JW

omit dmyy when writing the integral.
For g € C*(M) and v € D, s(W), we choose B > 0 so that gy + B € D, 5(W). Letting H?(gy)) denote
the Holder constant of gt with exponent 3, let B > a~'H”(g)) + |g¥|oo. It follows that

g@)¢(z) + B _ |g(x)d(x) — 9(y)(y)] L1 < o)

gwi(y)+B — gy + B
for all z,y € M, so that in particular, g + B € D, g(W). Note that ¢ € D, g(W) implies, for z,y € W,

1] < eadlw)” _ 1 < ad(z, y)ﬁea(%)ﬂ < 2ad(z,y)”

(7.23) V(@) _ ’
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so that H? (1) < 2alt)|co, where we have used ¢2(29° < 2 by [9, eq. (4.9)]. Since a > 1, we may choose
(7.24) B <lglesl¥les < lglox (14 2a)[¢]co -
Now, since [¢|co < 29,
fyhst _ fyhlgp+B)

w — fw Jw
(7.25) < fW h(gy + B) fwg¢+3
Jwov+B Jw ¢

< 3(1+2a)lgle=|[Rll, < 3(1 + 2a)Ligle- IRl

where we have dropped the second term since [|h[|_ > 0 for h € Cg. Similarly, we estimate the lower bound,
dropping the first term, which is positive,

Jwhgt _ fyhlgt+B) [y hB
(7.26) Jw ¢ Jw ¢ Jw ¥
> ~2(1+2a)|glen Al > ~2(1 + 2a)Ligles 1]

Next we prove that if A satisfies (7.11), then A + gh € Cg. In order for A + gh to satisfy the first cone
condition (7.3), we need

Jow (A +gh)y o Jow (A +gh)y
311/15 Jw ¥ : LW{” Jw .

o S ght
H e )

This is equivalent to

h
)\—i—supfwg v §L</\
W Jw ¥

which according to (7.25) and (7.26) is satisfied if
A+3(1+2a)Llglea Rl < LA = 2(1 +2a)Llg|ce|R]]-) -
Thus it suffices to choose A so that

3+2L
(7.27) A2 L+ 2a)lglcaIR]l - -
In order to verify the second cone condition (7.4), A > 0 should satisfy,
A+ gh
o LI QI gsa gy
w ¥

for all W € W2 (6), ¢ € Do g(W).
The left hand side is bounded above by

W+ (W] | Jy 19 + B)| [y 9 + B
(7.28) fw o+ B Jw
< 2179617\ 4 5(1 + 2a) gl e AS || -,
while the right hand side is bounded below using (7.26),
ASIIN + ghll - = ASTT4(X = 2(1 + 2a) Ligle-IR]] )
Putting these estimates together, it suffices to choose A > 0 so that
21796 9N+ 5(1 + 2a)|g|ow AT IR - < ASTTU(A = 2(1 + 2a) Liglc (IR )
This holds when

| Jw hBI

+ W)
W] Fa

5+20)A

(7.29) A> (Aszq

Finally, we find A to satisfy the third cone condition (7.5),

Jor A+ gh)pr [i2 (A4 gh)is
fwl "/Jl - waz w2

for W1, W2 € W (8) with dyys (W', W?2) < § and 1; € Dao(W?) satistying ds (1, 1) = 0.

(14 2a)lglc=llInll- -

(7.30) < dyys (WH W26 AN+ g
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Without loss of generality, we may assume |W?2| > |[W1!| and fwl 11 = 1. Also, we assume
(7.31) (W29 > 69V dyys (W, W2)E,
otherwise, applying the second cone condition to A + gh with A satisfying (7.29) yields,

Jurn A+ gh)n [y (A + gh)is

< (|WH2 + W2 ASTY|\ + ghl||_
r32) yh Foie | < (WY W2 ASIA+ gl

< 248" Vdwe (WL W2) SN+ ghl|

which is precisely the needed estimate with no additional condition on A.
We proceed to estimate both sides of (7.30) under the assumption (7.31). As before, the right-hand side
of (7.30) is bounded below by,

(7.33) dyys (WH W77 AN — 2(1 + 2a) Lig|o=||R]]_) -

To bound the left-hand side of (7.30) from above, we first split up the differences, using that le P =1,

le hgi1 B fwz hgo
fwl 7/)1 fw2 1/}2

MW = W2 +

(7.34)

h
| -+ B hotel L 1‘ " ’/ hgin~ [ hgba) .
fW2 wg w2 Wi w2
The first term above is bounded by [9, eq. (5.8)],
(7.35) [[WH = [W?|| < 2Cdys (W, W?),

where Cs = \/ 1+ (Kt + 712 denotes the maximum absolute value of the slope of stable curves in W* (4),
while the difference in the second term above is bounded by [9, eq. (5.10)],

dyys 1 2
(7.36) '][ ¢21‘W21/ g — w2|| < o (W, V)
W w2 W2
Moreover, by (7.28),
> hgtp _
W < 5(1 + 20) [ W2|]glow AS ]
W2

Combining these estimates in (7.34) yields the following upper bound for the left side of (7.30)

le()"i_gh)wl _ fw2()‘+gh)¢2
le wl fwz ¢2
Sy (W, W2)
" 25(1 4 2a)6C, Alg| o |h hgpr — | h
e s+ 206C Algloa ]+ | [ hain = [ hvs
< A2Cdyys (W W) 4+ 4C1(1 + 2a) AS* Y dyys (W W)Y |gloa IR

hgipy — / hgio
w2

< N2C,dyys (W, W2)

)

"

w1
where we have used (7.31) together with dyy: (W1, W?) < 4§, v < ¢ < 1/2 and the constraint ¢ > 16CY from

[9, eq. (5.7)].
To estimate the last term in (7.37), we recall the notation of matched and unmatched pieces. Recall that
each curve W is expressed as the graph of a function over an arclength interval I,

W ={Gi(r) = (r,0i(r) : 7 € I;}

Since dyys (W, W) < §, we have |I; N 15| > 0. Let U* = {G;(r) : r € [; NIz} denote the matched pieces and
let V¢ denote the at most two unmatched pieces. Remark that |V¢| < Cydyys (W, W?). Choose B > 0 such
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that gis + B € D2 o(U?). Following (7.24) we may choose B < 2(1 + 2a)|g|c«|t2]|co. Define the following
functions on U,

. _ G/ _ ~ _
g:gOGQOGll,HGZHOGll; 'LZJQZ'LZJOGQOGll
- Gl
B=B-: GT .

G

Then by definition, d, (§1/~12 + B, gty + B) = 0. Moreover, in the proof of [J, Lemma 5.5(c)], it is shown that
forr,s € 1 NIy, x = Gr(r), y = Gi(s),

738) GO _ bty g GO pamer®) s
1G] G ()l
for some constant B, depending only on the maximum curvature of curves in W? (4). This implies in
particular that B < 2B. and that §i» + B € Dao(U?) by [9, eq. (5.31)], as long as 2B,(26)'~* < £, which
is compatible with the restriction on ¢ from [9, eq. (5.32)].
With these preparations, we are ready to estimate the difference of integrals in (7.37) by splitting into

matched and unmatched pieces,
| hawi | [ hgvi= [ hge
Vi Ut U?

‘/Wlfw% - /W2 hg%’ Sg
<§ [ v+ [ oo =i + | [ b= [ hovs

The following sublemma allows us to estimate the principal differences in (7.39).

_|_

(7.39)

- -

Sublemma 7.17. The following estimates hold true
a) / h(gibr — giba)| < 12(3 + 2a)dyys (W, W2)*B5Ag|ca ||h]| -
U

b) /U hgzia—/w haws

Postponing the proof of the sublemma, we use it to complete the estimate for the third cone condition.
Using the sublemma, together with (7.28) to bound the integrals on unmatched pieces, and recalling that
|V < Cydyys (WL, W?2), we bound (7.39) by

[ f

+ 12(3 + 2a)dyys (W, W)= P5A|g|ce |||
+20(1 4 2a) (¢ + 38) Adyys (W, W?2) 6 7 g|ca |||
< 4(1 4 2a)(10C? + 967 + 5¢ + 156)dyys (W, W5 =7 Alg| o ||B|_

where we have used that dyys (W1, W?2) < § and v < min{q,a — 8}. This estimate combined with (7.37)
yields our final upper bound for the left hand side of (7.30),

Jwr O+ gh)en [y (A + gh)v
le Y1 fwz (0

< 20(1 + 2a)(c + 36) Adyys (W, W)V g|ca || A -

< 40(1 + 2a)dyys (W, W?)1CIAS ) g| ca || R]|

<2ACdyys (W, W15

+ Cudw= (W, W2)76 gl cal[A]]

where C, = 4A(1 + 2a)(14C? + 967 4 5¢ + 156). Combining this with the lower bound (7.33), we see that
(7.30) will be satisfied if

A2C; + Culgleapll = < cA(A = 2(1 + 2a)Lg|o-IAl] ) -
Since cA > 2C; by [9, eq. (5.36)], this in turn is satisfied if

Cy + 2cA(1+ 2a)L
. >
(7.40) A> A aC.

Al -

|9 C«
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Now taking together (7.27), (7.29) and (7.40), we conclude that A + gh € Cg if A satisfies (7.11).

We claim that the same value of A implies that A — gh € Cg. To see this, write A — gh = A + (—g)h,
and notice that —g € C with | — g|ce = |g|ce. Applying the previous argument to —gh, we see that
A+ (—g)h € Cr when X satisfies (7.11). This completes the proof of the lemma.

It remains to prove the sublemma used during the argument.

Proof of Sublemma 7.17. We prove the two statements one at a time: .
a) We would like to apply the second cone condition (7.4) to the integral; however, gy — g2 may not be
in D, g(U'). To remedy this, first note that for z = G1(r) € U', using the fact that d.(11,12) = 0,

lg(@)r () — Gia ()| = el (Gi(r) - (G| = g2(Ga(r)) - |Gl
< |1 (Ga(r)|g(G1(r)) — g(Ga(r))]
< 2H(g)dyys (W', W?)*

where we have used the bound |¢;| < (29" le P < 2.
So on the one hand,

(g9 — i) (x) = (gtbr — Gub2) ()| < AH® (g)dyy= (W, W), for 2,y € U
On the other hand, for z = G1(r) € U, let ¥ = Go(r) € U? denote the corresponding point in U2. Then,

R "2 dps /dr)
= 1+ (dpa/dr)?2dr < 7/ (dpy/dr)?d
D= [ VI @pafddr < sup [T GRS [T e ar

< 2d(z,y),

where we have used the estimate before [9, eq. (5.9)] to estimate the ratio of Jacobians. Then recalling
(7.24),

(g1 — §i2)(x) — (9901 — @) (W)| < |g¥n(z) — g (v)] + |9(2)¥1(2) — ()1 ()]
<lglceltrlca(d(z, y)* +d(Z,9))
< 6(1 + 2a)|g|cad(z,y)*

Putting these estimates together, we see that

(g1 — §iba) () — (g¢h1 — b)) (v)]

lg]ce . 1 11,2
< 4dyys (W W2 6(1 + 2a)d @
()P < A, g7 Ml (W W2), 6(1+ 2a)d(z,y)°}
and the expression is maximized when the two quantities are equal, i.e. when dws(l/Vl7 W2) = (3(1 +

2“)/2)1/ad($,y). Thus,
HY, (g1 — §) < 6(1 + 2a)|g|cadw: (W, W?)*8.

So we choose a constant A > cleU1 (g1 — Giba2) + g1 — 9¢2|CO(U1), so that gy — giba + A € Dy s(UY),
and A < |gi1 — Gio|cs(wr) < (8 4 6a)|glcadys (W1, W2)>=F.
Now applying (7.4) completes the proof of statement (a) of the sublemma,

+ / hA‘
Ul

<O (s = g +28) A5l
Ul
2(18 4 12a)dyys (WL, W2)* P Alg|ca||h||_ -

h(gi/h - 977/;2)
Ul

<| [, owr i+ 8)

b) With B and B as chosen before the statement of the sublemma, write,

Jor h(G¥2 + B) ~ Juz Mg + B)
fUl ngerB fUz g2 + B

- - U1
h(§w2+B)H IU2 /UlhB /Uth‘

hijis — / haiin| <
Ut U2

} tova s )

2

(7.41)
_|_

U1
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The first term of (7.41) can be estimated using (7.5) since d, (§s + B, gibo + B) = 0 and both are valid test
functions by choice of B. For the second term of (7.41), we use [9, eq. (5.24)] to estimate

Lol

il < dyys (UL, U?) < dyys (W, W?).

(7.42) ‘1

Using this together with (7.4) yields the bound,
+B +B Ul
Jo1 h(G¥2 + B)  Jue hlge )][(1/12+B /h¢2+3” |2
fUl 91/J2 + B JCUZ ng +B U2 |U
< cAdyye (W, W26 [h]]_12(1 + 2a)|gle + 36(1 -+ 2a) Adlglee [1hll_dvw- (W, W)

Moreover, it is clear that the final term in (7.41) can be estimated in an analogous way, with B and B
replacing the test functions gys + B and gys + B. Thus,

/ hB —/ hB‘ < BeAdyys (W W2A)YSE||R|| + 3Bdyys (W W2)SA||R||_
Ul U2
< 8(1 + 2a)Adyys (W, W?)76 7 |g|ca||R]|_(36 +¢) .

Putting this estimate together with the previous one completes the proof of statement (b), using that
dyys (W1, W?) <4. O

7.11. Proof of Proposition 7.9 (Bounding the Norm of Lr).

As mentioned in Remark 7.8, the goal of this section is to obtain a bound on || Lz ||, that is, for the action
of a single operator rather than a sequence of Nz operators. The proof is similar to the proof of Lemma 7.5
in Section 7.11. Unfortunately, the details are different enough that we need to carry it out explicitely.

We will first bound Lh for h € Cr and then show how this extends to all h € Bgr as in the proof of
Corollary 7.7.

Let h € Cgr and T € F(74, Ky, Ex) with £ = L. We must estimate the norm of L£h. To this end, we first
obtain bounds on [|£h||, and [[LA[|_. Let W € W?*(§) and ¢ € D, s(W). Then,

(7.43) /ﬁhw— > /hq/;oTJWTJr > /hz/;oTJWT

i€L1 (W) 1€S1 (W)

where we have changed variables and denote by L;(W) the connected homogenous components of T-1W =
{W;}; longer than §, and by S; (W) those homogeneous components shorter than §.
Following (7.24), in order to transform the % o T'Jy, T into valid test functions, we choose B; such that

a ' HP (¢ o TJw, T)+|¢ o TJw, T|cow,) < Bi < |[Jw, T o T|csw

(7.44)
< (1 + 2aC + Cd)|JWiT|Co W)

where Cy > 0 is a distortion constant for Jy:7T', uniform for T' € F (7., K., Ex) as in [9, eq. (3.5)], and we
have used (7.23) to bound the distortion of ¢ o T' together with d(Tz, Ty) < C1d(x,y), where C; > 1 is the
minimum hyperbolicity constant® from [0, eq. (3.1)]. Then as in Section 7.10, Jy, T o T + B; € Dy s(W).
For ease of notation, let us name the combined distortion constants,

C,=14+2aC1+0C4.

29That is, setting A = 1 + 2K«7«, C1 > 1 satisfies | DT~ (z)v|| > CTYA™||v|| for all T € F(7, K+, Ex) and v in the stable
cone.
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Now we estimate the contribution from long pieces in (7.43) using (7.2) and (7.3), as well as the upper
bound on B; from (7.44),

Z/ (Yo T Jw, T+ B;) — B Z/

i€L (W) i€L1 (W)
<|Inlly > / (Y oT Jw, T + 2B;)
(745) i€L1 (W)
[1 +2C eC’d(25 1/3+a(26 ]Lmhm Z / 'l)/J

i€L1 (W)

< [1+8C] LAl /Ww,

recalling that by [0, Sect. 5.3], § is small enough that 29 and eCa)"* are each less than 2.
Next we estimate the contribution from short pieces in (7.43), using (7.4),

Z/h¢oTJWT+B - B Z/h

€51 (W) €51 (

(7.46) <l S ast- 4|W|q][ (W oT Jw.T +2B)
1€S1 (W) Wi

< |[[R]|—A8[1 + 2Ca)] [l cowy Z |Jw, T cow,)-
€S (W)

Since 1) € Dy (W) and [W| > 4, we estimate §|¢)|comy < Sealwl” fur 0 < 2 [, ¥, recalling again that

eal(28)” < 2. The sum over Jacobians is bounded by Cyfy, which is the uniform one-step expansion estimate

stated in [9, eq. (3.4)], where Cy > 1 and 6y < 1. Putting these bounds together yields,

(7.47) > / hipo T Jw, T < ||| _A[1 +2C,] 20090/ V.

€S (W)

Substituting (7.45) and (7.47) into (7.43) and taking the supremum over W € W?*(4) and ¢ € D, g(W)
yields,

(7.48) LRI < (IR - (L [1 + SC’G} + A[l + 2C’a]20000) .
Next, we need the analogous lower bound for ||Lh||_. Taking W € W#(4) and ¢ € D, g(W), we first
change variables as in (7.43). For the estimate on long pieces, we use the fact that integrals of h against

valid test functions on curves of length at least ¢ are positive by the first cone condition, (7.3). Then, using
(7.44) and the distortion bounds as before,

Z/ (Yo T Jw, T+ B;) — B Z/

i€Ly (W) i€Ly (W)
> S il [ weTawr v m) -y, | B
(7.49) i€L1 (W) W,
/31, 8
> >k 2/ w L||R||_C,eC42® +<2s>/ o
i€L (W) W,

> [Ihl|_[2 - 4LC,] /Ww.
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The contribution from short pieces is estimated using (7.4) as in (7.47), but with the observation that the
integrals of h on short pieces can be negative,

> / hioT Jw,T + B;) — B; Z/

i€S1 (W) i€S1 (W)
(7.50) >l S Astapwip f (o T Jw, T + 2B,)
i€S1(W) Wi

Y

f|||hH\_A[1 + 2C’a] 20090/ P

w
Putting together (7.49) and (7.50) and taking the appropriate infima yields,
(7.51) £nll_ > Al (2 —4LC, — A[1+ 2Ca]20000) .

We are now in a position to choose A > 0 so that A+ Lh satisfies the first cone condition (7.3). To simplify
notation, define Hy = L[1 4 8C,] + A[1 + 2C,]2Coby and Hy = —2 + 4LC, + A[1 4 2C,|2Co6y > 0. Then
using (7.48) and (7.51),

A+ LAl A+ Holl ]
T <L <= ———FF <L.
A+ LAl - A — Hyl|[hl| -
This later inequality is satisfied as soon as
Hy+ LH,
.52 A> R ———
(752) > )| ==
To guarantee that A + Lh satisfies the second cone condition (7.4), we need
A+ Lh
(7.53) |W|_q|fw(—)¢| < ASTTYN+ LA .
fw ¥
for all W € W2 (4) and ¢ € D, g(W). Using (7.45) and (7.46), the left hand side is bounded above by
Lh
(7.54) W=\ + |W|“1M .
fw ¥

Changing variables as in (7.43), we estimate the contribution from long pieces precisely as in (7.45). Yet
the contribution from short pieces must be done with care since W itself may be short. As in (7.46), we
estimate,

Z/h¢oTJWT+B - B Z/h

1€S1 (W) €51 (
<l Y A ﬂww][ (60 T Ju, T+ 2B,)
1€51 (W)
< [l _AS' 91 + 2C,] Z (Wil |3l col Jw, Tl cowr)
1€S51 (W)

Now |¢|co < ea(20)” fur <2 4y, 1 so that,

| fw, o TJw, T| 1420, W,
> < ofjnlj_a by A Ticouns

—1
i€S1(W) ‘quw o i€S1(W) Wi
_ TW;|? [TW; |12
< |Ih|| _4A48*—9]1 + 20, |
< NRll_448" (1 +2Ca] > S
(7.55) i€51 (W)
1—q

- TWZ
< ||Inll_4A8 91+ 2C,] | D ||W_||
1€S1 (W) H

< IRl _4A8*[1 + 2C,] (Cobp)'
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|TW; |
i (W]

where in the third line we have used the Holder inequality together with the fact that >

the last line we have again used the one-step expansion from [9, eq. (3.4)].
Putting this estimate together with the estimate on long pieces yields an upper bound for the left side of
(7.53) (using the fact that |[W| < 20),

<1, and in

750 (2677 + IIAl_ ((26) 7 [1 + 8CL) L + 448"~ [1 + 2C,] (Coflp) )
’ — 2l-agl=a)\ 4 §1=9||p||_H,.

On the other hand, we obtain a lower bound on the right side of (7.53) using (7.51)
ASTIIN + Lh]| - = ASTI(N — HyllA]2) -
This together with (7.56) implies that (7.53) is satisfied provided
21795 T IN+ 5 || _Ha < ASTTI(N — HulllR] ) -
The above holds true provided,

Hy + AH,
A—2ia

Remark 7.18. Although Lh may not be in the cone, the estimates (7.54) and (7.56) together prove that for
all W e W2(0) and all ¢ € Dy g(W),

(7.57) A= IRl -

’/ ﬁhw‘ < f wiwps ol
w w
which will be useful in what follows.

It remains to choose A large enough to satisfy the third cone condition (7.5). For this we need,

Jun A+ LR [ys (A + Lh)io
le wl fw2 1/}2

for W7 € W2 (4) and ¢; € Dy o(W) with d.(¢1,12) = 0. As before, using (7.51) the right hand side of
(7.58) is bounded below by

(7.58) < dyys (W W2)Y 81V A|IX + Lh|

(7.59) dyy- (W, W2)76 e AN — Hy|h] ) -

We proceed to obtain an upper bound for the left hand side of (7.58). Without loss of generality, we may
assume that f;,,, ¢y = 1 and [W?| > |[W!|. Also, we assume

(7.60) (W27 > Le§T 7 dyys (W W?).
Otherwise, applying (7.4) to both terms separately and using (7.48), we obtain,

Jurn A+ LR)Y1 [y (A + Lh)gs

< 2|W2|2AST 9N+ LA _
Fotr Forn W= [ [

< ScAdys (W W26 Y (A + Holllh]| ) -

This, together with (7.59) implies that (7.58) holds whenever A > ||h||_(Ho + 2Hy).
We proceed to prove the upper bound under the assumption (7.60). Now,

Jurn A+ LR [ys (A + Lh)io Jwr LR [y Lhibs
for U1 foe V2 furn 1 foe V2

}fw2£h¢2| ' ‘ _

< |[WH = W2 A+

<[IWH = W2 x+




56 MARK F. DEMERS AND CARLANGELO LIVERANI

Using (7.35), (7.36) and Remark 7.18, we can write

Jurn A+ LR)Y1 [y A+ Lh)gs
fur 1 foe 2

+ A2C dyys (WL, W?) + (

<‘ chis— [ Lhis
W2

w1
)
(W2

1—gq
1 2
(7.61) ) SOl -0 )

< ’ Chi— [ Chi
w1t w?2

+ 8V dyys (W W?2)Y (2CIHs ||R]| - + 2XCs)

where in the last line we have used (7.60) together with dyys(W?, W?2) <4, v < ¢ < 1/2 and the constraint
¢ > 16C1 from (7.6) (see [9, eq. (5.7)]for more details).

It remains to estimate the difference in integrals in (7.61). For this, we change variables as usual and
integrate on elements of GJ(W*) = {WF},, the homogeneous connected components of T~'W*, with long
pieces subdivided to have length between § and 26. As in Section 7.10 and following [9, Sect. 5.2.3], we
subdivide elements of G;(W*) into matched and unmatched pieces by defining a foliation of vertical line
segments {EI}wGW} centered at x of length at most 3C dyys (W', W?) such that their images under T either

terminate on a singularity curve in S¥; or else are unstable curves having length at least dyys (W', W?2) on
either side of T'(x) € W'. In the latter case, either T'(¢,) intersects W?2, or by the uniform transversality of
stable and unstable curves, lies within distance Cydyy: (W1, W?2) of an endpoint of W1, where Cy depends
only on the minimum angle between stable and unstable curves. When 7'(£,,) intersects W?2, then necessarily
¢, intersects an element of G¢(W?2). We call subcurves for which all points are connected by such vertical
line segments ‘matched.” The rest we call ‘unmatched.’

With this identification, we may label elements of G (W) and G§(W?2) so that each element of G (W)
contains at most one matched subcurve and at most 2 unmatched subcurves. We will use the decomposition
G(Wk) = (UjUJ’»“) U (Ujij), so that Uj1 and sz are matched and so recalling (7.1), are defined as the graphs
of functions GU]I; over the same r-interval I; for each j. Using this decomposition, we write

/Wkﬁhq/;k_Xj:/U;chz/)koTJUfT+Zj:/ijhz/)koTJijT.

We estimate the contribution to (7.61) from unmatched pieces first.
As noted previously, an unmatched curve in V}* has image satisfying [T'(V})| < Cadyys(W', W?). Choos-
ing B; as in (7.44), we estimate the sum on ij using (7.55) to obtain,

2
SOY [ e T < bl 4801+ 20,
Vi ’

k=1 j
2
(7.62) XD Wkl | Tyr Tl oo VS
k=1 j

< GAS 1| _Cdwys (W, W)Y | Ty T

J

1—q
CO(V'J_Z) )

where we have used the fact that since le Y1 =1, we have [1h1|co < 2% < 2 and also [1ha|co < 4 as in
[9, eq. (5.9)]. Since ¢ < 1/2 and there are at most 2 curves ij corresponding to each element of G (W*) the
final sum converges uniformly for W* € W* and T € F(r., K., E.) by [10, Lemma 3.4].

Finally, we estimate the contribution to (7.61) from matched pieces U]’-“. For this we will need to change
test functions on the matched curves since it may be that d.(¢; o TJUJ; T,9pg 0T JUJzT) # 0. We define the

following functions on Ujl7
Y =0T oGz o0 Gyt JuaT = JyaT 0 Gy 0 G}

B G2l 0 Gt
Ty> (Y2) = 2ba - J, = :

Uz Gl o G&} Uk (V) = Y, Uk
J J
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Since these functions may not belong to the cone of test functions, we choose a constant B; as in (7.44) so
that TU_2 (1/)2) + Bj € 'D%ﬂ(UJZ).gO Define
J

o el
R e R

Then by construction, d*(ijz (12) + Bj,Tsz (12) + B;) = 0. Moreover, the bounds of (7.38) apply to G’UJ,_C
since in particular, dyws(U},U?) < Cdys(W', W?) for some uniform C' > 0 by [I1, Lemma 3.3]. This
implies, as before, that B; < 2B; and that ng (12) + Bj € Da,o(U?) by [9, eq. (5.31)].

For each j we split the difference between matched pieces in (7.61) as follows,

/U.1 thjl (¥1) — /U2 thjz(%)

<[ g n) = Topw)

+ /U1 hfu;(wz)—/2hfug(¢2) < /U1 h(fU;(iﬁl)—fo(%))‘
Juh (Ty2 () + By) fU2 (T2 (12) +B)][(f o) + B)
+ 2 + by
(7.63) fun TU]? (¥2) + B; fue TUJ? (t2) + B; | Juz v ’
\fU.l h(TU2(¢2)+Bj)‘ U2| - U} .
i = Ty B;
Fwid | T ]{J]; y2(0) + By)

+

/ hB; — / hBj| .
Ul U2

The following sublemma estimates the three most relevant terms of (7.63).
Sublemma 7.19. There exists C3 > 0, independent of j, W* and vy, such that,
\fw (T (1) = T (0o))| < Cod (W W) PSAIAI| 1 Tlcniiry
fUl TU2 (¢2) +B i) fUZ TU2 Ya) + Bj)
fUl TU2 (¢2) + B; JCU]_z TU]? (Y2) + B;
‘ijl TU]? (¥2) + Bj)‘
Jos Tu2 (1) + B,

We postpone the proof of the sublemma and use it to complete the proof of the bound on the third cone
condition. Using the 3 items of Sublemma 7.19 to bound the corresponding terms of (7.63) yields (recalling

again |1s|co < 4),

< Csdyys (W, W26 7 cA||R||

|U]2| - ‘Ujl‘
U]

< Cydw: (W, W2)oA||A]| .

hB; — | hB;
U} Uz

th;(wl)/ th?(wz) <
Ul U? 7

(7.64)
+ Cadyys (WL W) SYARY) (87 + 4(c + 0)(1 + Ca)) [Ju2 Tl o) -

Since d.(Bj, Bj) = 0, it is clear that we can use parts (b) and (c) of Sublemma 7.19 to estimate the last
difference of integrals with test functions B; and Bj, i.e.

Wi -y Jyr hBj [y2 hB; ][ 5 ‘ijlth‘ U2| - |U}|
! ’ v 3 U}

v v 1T B S B fuy B
< Cadyys (W WAV AR (4cCy + 46C,) [ Tu2T oo w2 -

2 Bj
Uj

301ncr0asing B; to 2Bj is sufficient to scale a to a/2.
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Using this estimate together with (7.64) completes our estimate on matched pieces,

>

J

/ hT (1) — / hT 2 (1h3)| < CoCdyys (WL, W)YV A||R||_ (87 + 8c(1 + 4C,)),
Ul J U2 J

J J

where we have used 0 < ¢ and the Jacobian to sum over j according to [9, Lemma 3.3]. Combining this
estimate with the estimate on unmatched pieces from (7.62) in (7.61) yields finally the upper bound on the
left hand side of (7.58)

Jur A+ Lh)dy [iya (A + Lh)o
fr 1 fo2 V2
(7.6%) + CoCldyys (W, W2) 1677 AJ[R]|_ (57 + 8c(1 + 4C.,))
+ 6ACH Vdyys (W, W2)2CH|A]|
=t dyys(W', W?)76' VA (Hs||[|_ +2Cs(cA)~'A),
where we have used the fact that v < ¢ and dyys (W', W?) < 6.
f (7.5

Using (7.65) as the upper bound on the left hand side of (7.58) and (7.59) as the lower bound on the right
hand side of (7.58), we conclude that (7.58) is satisfied if

_ 2dyys (W, W2)7 (CLH,||h||_ 4+ ACs)
< i

H, + Hs

-1 < o >
HyllAll +2C,(cA)A < A= Il = x> R

ARl -

This is a valid choice since cA > 2C; by [9, eq. (5.36)].
Since [||k]|_ < ||h|| by Remark 7.6, this estimate together with (7.52) and (7.57) implies that A+ Lh € Cg
whenever h € Cg and

] Ho+ LH, Hy+AH, H,+H
)\zC’LhH:—max{ ot L Mot AL It 30A}|h||.

L-1 = A-2'-1"¢cA-2C,
We claim that this suffices to complete the proof of Proposition 7.9.

As in the proof of Corollary 7.7, for h € Bg, we have h + ||k, ||h|| € Cr U {0}. Thus with A chosen as
above for the element h, and since ||h + ||k || < 2||k||, we may write,

BA+Lh =2 4+ L(h+ [|h]]) + (A= |h]]),

where we have used £1 = 1. Then since both terms on the right belong to Cgr, so does 3\ + Lh. Now
replacing h with —h, and since || — h|| = [|h[|, we have also that 3X\ — Lh € Cr. We conclude that ||Lh[| < 3,
which completes the claim and the proof of Proposition 7.9 with C, = 3C7.

Proof of Sublemma 7.19. (a) We would like to simply apply the second cone condition (7.4) to the
integral in part (a), but Ty (1) — Tye (12) is not necessarily a valid test function. Following (7.44), it
suffices to choose

o HP (Tys (1) = Ty2 () + [Ty ($1) = Tu2 (W)l oo < Dy < [T (¥1) = Tz (W) oo oy
in order to guarantee that ijl (1) — fU]z (2) + D; € Da’ﬁ(Ujl). We proceed to estimate |ij1 (Y1) —

Ty (¢2)|05(Uj1)-
First, from [9, eq. (5.18)] it follows that,

(7.66) [Tur (1) = T2 () coqurry < Cye (W, W2 Tz () oo 2y -
Then by standard estimates (see, for example, the proof of Sublemma 7.17 or [11, Lemma 4.3]), we conclude

Ty () — T () s ury < Bey (W, W) masc{ O\ Ty ()l co, HP (T (1) + HP (Tya (62))}

ey
However, since ¥y, € Dy o(W*) and J;;» T and ﬁOG{]} enjoy similar distortion bounds by [9, Lemma 5.5],
J v2 J
J
we have

HP (T2 (1) + HP Tz (2)) < C' (1T (1)l o + [Tz ()| on) < O () o
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Combining this estimate with (7.66) yields,
(7.67) [ Tors (1) = Tz (W2l oy < Ces (W W22 T2 ()| co )

for some uniform C > 0. We will use this as our upper bound on D;.
With this bound established, we complete the proof of (a) using the second cone condition (7.4),

[ .o,
v}

- (7[ Ty (1) = Tz () + 2Dj> Al 8l

h(ij1 (Y1) — fo (V2) + Dj)| +

1
Uj

< 12Cdyys (W, WZ)"“BA21_‘1(5|||h|||7\JszT|CO(sz) ,
where we have used the previous bound |¢s|co < 4.
(b) Since have already verified that Ty2(2)+B; € Daa(U}) and Tyz ($2)+B; € Daa(U3), with du (T2 (v2)+
Bj, Ty (12) + B;) = 0, we may apply the third cone condition (7.5) immediately to obtain,
fUl TU2 (¥2) +B ) fU2 TU2 ¥2) JFB )
fus T2 (42) + By fuz TU; (12) + B;

Statement (b) of the lemma follows using again that dyy: (U}, U?) < Cdyy: (W?, W?) for some uniform C' > 0
by [11, Lemma 3.3].

< dw: (U}, U7)78"eAllh]| -

(¢) Since the U jk are vertically aligned, we use (7.42) to bound the difference in curve lengths. Statement (c)
follows immediately using the second cone condition (7.4) to estimate the integral since |UJ| < 24. O
APPENDIX A. COMPLEXIFICATION

Proof of Lemma 2.5. We follow [10, Section 1 (b)]. We consider the real vector space B2 and, for (z,y) €
B3, define the multiplication by a complex number a + ib € C by

(A1) (a+ib)(x,y) = (ax — by, ay + bzx).
One can check directly that this defines a complex vector space. Next, we define the norms
1@, Pllee = A/l + Y113

1z, 9)llese = sup [le” (@, y)
0€0,27]

Note that, since’!

i A NwllE +21E + lylli + 20 2lkllwlls + 20yl l 2l
< |[(z,y)

|l - ll-x is a norm for B? and with such a norm B} is obviously a real Banach space. On the other hand,
le?(z,y)]|,x is a continuous function of @, hence there exists 6, such that

” ($7 y) + (U}, Z) ||c,k

1z, y) + (

(w, 2)rx

sup e[, y) + (w, )llrp = lle™ [(2,9) + (w, 2)] |k
0€[0,27]

< ||e (z,y)

A

e (w, 2)] e < @ 9)llep + 11w, 2)e,p-

31The second inequality follows from

\/(Ilw\li + Il kel + 112117) = \/lellillwlli + lllEN=1E + 2lyllelwlle ]l ellz]

= llzllkllwllx + llyllellzllk-
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In addition, for all p € Ry, p € R, we have

€™ (@, y)lle.s = sup e (@, )l = pll @, y)llese = [pe 1l (2, 9) lc.n-
That is || - ||c,x is & norm for the complex vector space By. Note that, by equation (A.1), it is natural to
write the elements of By as x + iy, z,y € By.
Since the norm || - ||, dominates the real norm, we have that By is a complex Banach space. We have

then the canonical extension of L defined as Li(x + iy) = Lz + iLry. In addition,
ek = ll2llrk + [Yllrp < V2l2 + iyllrg ,

&+ iyller < [[zller + |yl
which implies

(A.2) 7] V2|l k-

IN

c,k
To conclude the proof note that
| Lrgm - Lr(x +iy)|

ehtmil = [[Lrym - L@ 4+ Lk LeYlleormer

IN

I Lktm - Lrzllekrmt1 + [|iLk+m - - LrY|leetm+1
= 1 Lrrm - Lexllkrmer + (| Lrvm - Lryllkrm
< Culllzlle + Iylle) < CaV2|/(z,y)]

< CV2||z + iy e k-

r.k
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