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Download dataset DISCRIM from Blackboard.  This is zip code level data on prices for various items at fast-food restaurants, along with characteristics of the zip code population, in New Jersey and Pennsylvania.  The idea is to see whether fast-food restaurants charge higher prices in areas with a larger concentration of population that is black.

Source:  K. Graddy (1997), "Do Fast-Food Chains Price Discriminate on the Race and Income Characteristics of an Area?" Journal of Business and Economic Statistics 15, 391-401.


1. What is the sample size (n)?  What is the unit of measurement (i)?



2. Regress the price of soda on the proportion of the population that is black.

a. Interpret the slope parameter estimate.  Is there evidence of discrimination?







b. What is the standard error of the slope parameter estimate (standard error = √var(βhat))? (Round to 3 decimal places.)



c. What is the R2?  Interpret it.






3. Now add log(income) as an explanatory variable to the model in #2.  

a. Interpret the parameter estimate on lincome.  




b. What happens to the parameter estimate on prpblck?  Why is it different than the estimate in #2?  Interpret the meaning of this change.  





c. What happens to the size of the standard errors of your parameter estimates compared to the regression in #2?  Why?  









d. What happens to the R2?  Did adding income improve the fit of the model?






4. We are now going to do an exercise in measuring omitted variable bias when omitting income from a regression of the price of soda on the proportion of the population that is black.

a. Regress psoda on prpblck to get β* 


b. Regress lincome on prpblck to get δ


c. Regress psoda on prpblck and lincome to get βhat1 and βhat2



d. Verify that β*=βhat1+ δ βhat2




e. What is the direction (upward/positive or downward/negative) of the omitted variable bias?



f. How do you intuitively interpret βhat1> β*? 









5. Now let’s estimate βprpblck through a parsing method (i.e. what OLS normally does in the background) for the model psodai= β0 + βprpblckprpblcki + βlincomelincomei + ui.  You will use two auxiliary regressions to do this; an auxiliary regression is a regression model that is not of primary interest.

a. First, create a variable that is prpblck purified of any influence of lincome.  [Hint: Consult your lecture notes.  You will need to run a regression of what you want purified on the variable you are purifying it of.  Then save the residual (predict varname, r ) where varname is whatever you want to call it, and r indicates you want to save the residuals from the last regression run.]  Write out this auxiliary regression model here:





b. Second, create a variable that is psoda purified of any influence of lincome.  Write out this auxiliary regression model here:





c. Finally, regress the purified dependent variable on the purified independent variable.  Write out this regression model here.  Be consistent in your notation. Interpret the parameter estimate.









d. How does your estimate of βprpblck in (c) compare to the estimate of βprpblck in #3?  Why are they identical?

















6. A model with constant price elasticity with respect to income may be more appropriate.  Estimate the model log(psoda)=β0+β1prpblck+β2log(income).  

a. Interpret the parameter estimate on income.  






b. Can you compare the R2 of this model with the previous models? Why or why not?

