Lab 5
Use dataset WAGE2.DTA.

1. Estimate the model

Log(wage) = β​0 + β1educ + β2exper + β3tenure + β4married + β5nonwhite + β6south + β7urban + u

and report the estimated regression line.  Holding other factors fixed, what is the difference in average monthly salary between white and non-white individuals? Is this difference statistically significant?

2. Extend the model to allow the return to education to depend on race and test whether the return to education does depend on race.  Write out the model before estimating it. What do you conclude? (Hint: You will need to generate a new variable.)
3. Starting with the original model, allow average wages to differ across four groups of people: married and white, married and non-white, single and white, and single and non-white. 
Model:

Which of the 4 groups is the benchmark group in your model?
Which of the dummy variables are statistically significant? 
What is the estimated wage differential between married white and married non-white?  
Conclusions (Who earns the most? Who earns less the least?)
4. Now let’s try out a model in which the dependent variable is binary. We are going to see how mother’s education affects the probability of attending college. 
a. First generate a dummy variable equal to one if the person attended college and zero otherwise. 

gen college=0

replace college=1 if educ>12

b. Run a logit regression of college on meduc.

c. Save the predicted values (the y-hats) of college.

predict colpredict
d. Graph the predicted and data values of college as a function of meduc.

twoway scatter colpredict college meduc, connect(l i) msymbol(i O) sort ylabel(0 1)
Reproduce the graph below. Why is the predicted line not straight as in OLS regression models? 

e. Does it seem like the regression model predicts college attendance well? What other variables might be important in determining college?
