Lab 6
Use GPA1.dta.   Source:  Christopher Lemmon, a former MSU undergraduate, collected these data from a survey he took of MSU students in Fall 1994.

1) Regress college GPA on high school GPA, ACT score, PC ownership dummy variable, and frequency of skipping class. 

2) Conduct the Goldfeld-Quandt test to detect whether heteroskedasticity is present. Specifically, test whether the variance of the errors is decreasing with frequency of skipping class.  Use the group of students who skip 1 class per week as your “c”.  (To regress on a subsample, use this format:  reg y x1 x2 x3 if x1<1)
a. Hypothesis:

b. RSS group 1 =

c. RSS group 2=

d. By just comparing the residual sum of squares from the 2 groups, does it seem like the variance of the errors gets smaller as the frequency of skipping class increases?  Provide an intuitive explanation for why this might be.

e. GQ test statistic =

i. Numerator degrees of freedom =

ii. Denominator degrees of freedom =

f. F-critical at 5% level of significance =

g. Conclusion? Do you think this conclusion would change for the 10% level of significance? Explain.
3) Now perform the White’s test for heteroskedasticity.  (Note that squaring a dummy variable does not generate any new information.)  

a. Hypothesis:

b. Auxiliary regression:

c. White’s test statistic =

d. Chi-squared critical value at 5% level of significance =

e. Conclusion:

f. Now redo the test using Stata’s shortcut. First run the original regression. Then type estat imtest, preserve white. Interpret the p-value Stata provides and form your conclusion about heteroskedasticity in this model.

4) When the source of heteroskedasticity is unclear, we can use “White’s Correction” to correct the heteroskedasticity. This basically uses the residuals-squared as a proxy for var(ui)=σ​i2 to correct the var(βhat).

a) Write the formulas for var(βhat) under homoskedasticity versus heteroskedasticity. (Ignore multicollinearity.)
b) Re-run the original regression from (1) using White’s correction. (Just type a comma and the word robust at the end of the standard regression command line.)  
c) Compare the standard errors for the original regression (without correcting for heteroskedasticity) and the corrected regression.  How do they differ?

d) Using White’s correction yields correct var(βhat), but not the “best” estimators relative to weighted/generalized least squares. What does this imply for hypothesis testing (t-tests)? In this case, did the statistical significance change for any of the parameters?
5) Suppose your conclusion for the GQ test in (2) is that skipping class is in fact the source of heteroskedasticity in your model.  Discuss how you could use weighted least squares to correct for heteroskedasticity.  Show theoretically how this would solve the problem of heteroskedasticity.  
a. Speculation about var(ui) =

b. Transformed model:

c. Show mathematically that the variance of the transformed errors is now homoskedastic.
