Lab 7
Use dataset PHILLIPS2.dta.
Source:  Economic Report of the President, 2004, Tables B(42 and B(64.

1. Since we are working with time series data, inform Stata of this by typing tsset year.  This will allow you to create lagged variables later in the lab.
2. Regress inflation on unemployment. What relationship is there between inflation and unemployment? Is this consistent with what you know about macroeconomic variables?
3. Throughout this lab, we will create a table of regression results that will be exported into Excel. This will be a useful tool to use for your project.  Start by typing

outreg2 using “F:\Results”, ctitle(“OLS”) title(“Regression Results”) replace

where “F:\Results” will be different depending on your file pathname.
4. Conduct the Durbin-Watson test to check for AR(1).  (Type dwstat after running the regression.  You need to look up the critical values.)  Show all of your work.
We are going to correct the model for autocorrelation. One way to do this is to transform the model in such a way that the new transformed error term is not autocorrelated. To do this, we first need to estimate ρ. There are two different ways to do this. 

Method 1 of estimating ρ:  Regress the residual on its lag to get ρhat ( ut= ρut-1+єt
Method 2 of estimating ρ:  Use the Durbin-Watson d-statistic to back out ρhat ( d≈2*(1- ρhat)
5. Let’s use Method 1. Save the residuals from the original regression and then regress the residuals on their lag. (To generate a lag:  gen lagresid=resid[_n-1], where “resid” is whatever you called your residuals, and “lagresid” is whatever you want to call the lagged residual.)  
a. Why did Stata create 1 missing value when you generated u​t-1?

b. Write out the model for regressing the residual on its lag. Remember that there’ll be no constant because E(ut)=0.
c. Conduct a t-test on ρ to see if there appears to be evidence of autocorrelation.  Show your work.

d. Use this estimate of ρ to transform the original model, i.e. conduct Feasible Generalized Least Squares (FGLS).  (You will need to follow the format for creating lagged variables.)  
i. Write the transformation below. 


ii. What is your new slope estimate?  Is it more consistent with your macroeconomic knowledge?  
iii. Let’s add this FGLS regression to the “Regression Results” table we are creating. Type:

outreg2 using “F:\Results”, ctitle(“FGLS”) append  

e. Use the Durbin-Watson test to check if autocorrelation has been purged.

6. Another method with which to remedy autocorrelation is the Cochrane-Orcutt procedure. (See the handout.) Now let’s try the Cochrane-Orcutt procedure in Stata by typing 

 prais inf unem, corc
a. How many iterations occur before ρ converges to its true value?  Compare the ρ estimate to that from #5.
b. Compare the slope estimate to that from #5.
c. Add this regression to the table of “Regression Results”. Type:

outreg2 using “F:\Results”, ctitle(“CochraneOrcutt”) append

d. Use the Durbin-Watson test to check if autocorrelation has been purged.

7. Open up Excel. Click on “Open”, “All file types”, then choose your outreg2 file. Click ok on all options. Now you have a table where each column is a different regression model. You can quickly clean up the table. (Note that Excel interprets any numbers in parentheses as negatives, so you will need to remove negative signs from all the standard errors.)  
